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Higher-order Fermi-liquid corrections for an Anderson impurity away from half filling:
Nonequilibrium transport
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We extend the microscopic Fermi-liquid theory for the Anderson impurity [Phys. Rev. B 64, 153305 (2001)]
to explore nonequilibrium transport at finite magnetic fields. Using the Ward identities in the Keldysh formalism
with the analytic and antisymmetric properties of the vertex function, the spin-dependent Fermi-liquid corrections
of order T 2 and (eV )2 are determined at low temperatures T and low bias voltages eV . Away from half filling,
these corrections can be expressed in terms of the linear and nonlinear static susceptibilities which represent the
two-body and three-body fluctuations, respectively. We calculate the nonlinear susceptibilities using the numerical
renormalization group, to explore the differential conductance dI/dV through a quantum dot. We find that the
two-body fluctuations dominate the corrections in the Kondo regime at zero magnetic field. The contribution of
the three-body fluctuations becomes significant far away from half filling, especially in the valence-fluctuation
regime and empty-orbital regimes. In finite magnetic fields, the three-body contributions become comparable to
the two-body contributions, and play an essential role in the splitting of the zero-bias conductance peak occurring
at a magnetic field of the order of the Kondo energy scale. We also apply our microscopic formulation to the
magnetoresistance and thermal conductivity of dilute magnetic alloys away from half filling.
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I. INTRODUCTION

It has already been more than forty years since Nozières’
phenomenological Fermi-liquid theory for the Kondo sys-
tem [1] and the corresponding microscopic description of
Yamada-Yosida [2–5] successfully explained the universal
low-energy behavior, which had been clarified by Wilson’s
numerical normalization group (NRG) [6–8]. Recently, there
has been a significant breakthrough, which extends Nozières’
phenomenological description and reveals higher-order Fermi-
liquid corrections in the particle-hole asymmetric case [9,10].
Specifically, Filippone, Moca, von Delft, and Mora (FMvDM)
have presented the low-energy asymptotic form of the Green’s
function Gσ (ω) up to terms of order ω2, T 2, and (eV )2, at
finite temperatures T , bias voltages V , and magnetic fields
[10]. It shed light on a long standing problem in the Kondo
physics away from half filling, which has been studied for
dilute magnetic alloys [1–5] and quantum dots [11–14].

In the previous two papers [15,16], we provided a mi-
croscopic description for the higher-order Fermi-liquid cor-
rections away from half filling, extending the approach of
Yamada-Yosida using Ward identities. We have shown that
the next-leading Fermi-liquid corrections, which cannot be
neglected away from half filling, are deduced from one of the
key features of the vertex function for parallel spins: the ω-
linear term of �σσ ;σσ (ω,0; 0,ω) becomes pure imaginary with
no real part at T = 0 and eV = 0. The additional Fermi-liquid
parameters can be expressed in terms of the static three-body
correlation functions of the impurity occupations, i.e., ndσ ’s.
The first paper is a letter, in which we have described an

overview of the results that follow from this property [15]. It has
been proved in the second paper, hereafter referred to as paper
II, that the fermionic antisymmetry property causes the absence
of an ω-linear term in the real part of �σσ ;σσ (ω,0; 0,ω) [16]. In
addition, we have also calculated the ω2 and T 2 real part of the
self-energy at equilibrium using the Matsubara imaginary-time
Green’s function [10].

In the present paper, we continue the precise discussion
started in paper II. We microscopically derive the low-energy
asymptotic form of the Keldysh Green’s function, extending
the nonequilibrium Ward identities for finite magnetic fields
[12]. We also calculate the Fermi-liquid corrections to transport
through a quantum dot [11,17–20] and also thermoelectric
transport [21,22] in dilute magnetic alloys away from half
filling. In addition, we apply the microscopic description to
the multiorbital case with N impurity components, and present
the precise form of the expansion coefficients for the self-
energy. The result of the order ω2 real part of the self-energy,
which has been deduced from the Ward identity, completely
agrees with the FMvDM’s formula [10]. There is, however, a
discrepancy in the coefficient of the order T 2 and (eV )2 real
part for finite magnetic fields. As it affects calculations for
the magnetotransport coefficients, we also provide a detailed
comparison between our results and those of FMvDM.

In order to see how the higher-order Fermi-liquid param-
eters evolve as the system deviates from the particle-hole
symmetric point, we also explore some typical cases using
the NRG. The corrections away from the symmetric case
are determined not only by the two-body fluctuations which
enter through the linear susceptibilities χσσ ′ but the three-body
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fluctuations described by the static nonlinear susceptibilities
χ [3]

σ1σ2σ3
. Specifically, we see that each of these two types of

the fluctuations contributes to the T 2 and (eV )2 Fermi-liquid
corrections for the conductance through a quantum dot away
from half filling, and also at finite magnetic fields. The result
shows that at zero field the contributions of the two-body fluc-
tuations dominate in the Kondo regime, whereas the three-body
fluctuations are significant in valence fluctuation and empty-
orbital regimes. In contrast, in the case where a magnetic
field is applied to the Kondo regime, both the two-body and
three-body fluctuations give comparable contributions to the
T 2 and (eV )2 corrections. We also discuss how these two types
of fluctuations contribute to the T 2 corrections of the electric
resistance and thermal conductivity of the dilute magnetic
alloys.

The paper is organized as follows. In Sec. II, static nonlinear
susceptibilities and the Ward identities which have been de-
scribed in paper II are summarized. The nonequilibrium Ward
identities for finite magnetic fields are derived in Sec. III. The
results for the asymptotic form of the retarded self-energy is
described in Sec. IV. Then, in Sec. V, differential conductance
of quantum dot is discussed at symmetric tunneling couplings.
In Sec. VI, we apply the microscopic Fermi-liquid description
to thermoelectric transport of dilute magnetic alloy away from
half filling. A summary is given in Sec. VII.

II. FORMULATION AND SUMMARY OF EQUILIBRIUM
PROPERTIES

We study the transport properties in the Fermi-liquid regime
away from half filling in this paper. We consider the single
Anderson impurity coupled to two noninteracting leads: H =
Hd + Hc + HT,

Hd =
∑

σ

εdσ ndσ + U nd↑ nd↓, (2.1)

Hc =
∑

λ=L,R

∑
σ

∫ D

−D

dε ε c
†
ελσ cελσ , (2.2)

HT =
∑

λ=L,R

∑
σ

vλ(ψ†
λ,σ dσ + d†

σψλ,σ ). (2.3)

Here, d†
σ creates an impurity electron with spin σ in the

impurity level of energy εdσ , and ndσ = d†
σ dσ . U is the

Coulomb interaction between electrons occupying the im-
purity level. Conduction electrons in the two leads at λ =
L and R obey the anticommutation relation {cελσ ,c

†
ε′λ′σ ′ } =

δλλ′ δσσ ′δ(ε − ε′). The linear combination of the conduction
electrons, ψλσ ≡ ∫ D

−D
dε

√
ρc cελσ with ρc = 1/(2D), couples

to the impurity level. The bare width is given by � ≡ �L + �R

with �λ = πρcv
2
λ. We consider the parameter region, where

the half-bandwidth D is much greater than the other energy
scales, D � max(U,�,|εdσ |,|ω|,T ,eV ). For finite magnetic
fields h, the impurity energy takes the form εdσ = εd − σh,
where σ = +1 (−1) for ↑ (↓) spin. The relation between the
differentiations is

∂

∂εd

= ∂

∂εd↑
+ ∂

∂εd↓
,

∂

∂h
= − ∂

∂εd↑
+ ∂

∂εd↓
, (2.4)

and ∂
∂εdσ

= 1
2 ( ∂

∂εd
− σ ∂

∂h
).

A. Local Fermi-liquid parameters in equilibrium

1. Free energy � and Green’s function at T = 0

The low-bias behavior of the self-energy can be deduced
from the equilibrium quantities. Specifically, at T = 0 and
eV = 0, the usual zero-temperature formalism is applicable
to the causal Green’s function defined with respect to the
equilibrium ground state,

G−−
eq,σ (ω) = −i

∫ ∞

−∞
dt eiωt 〈 T dσ (t) d†

σ (0)〉

= 1

ω − εdσ + i� sgn ω − �−−
eq,σ (ω)

. (2.5)

The corresponding T = 0 retarded Green’s function is given by
Gr

eq,σ (ω) = θ (ω)G−−
eq,σ (ω) + θ (−ω){G−−

eq,σ (ω)}∗, where θ (ω)
is the Heaviside step function. The density of states for impurity
electrons is defined by

ρdσ (ω) ≡ − 1

π
Im Gr

eq,σ (ω). (2.6)

We will write the density of states at the Fermi energy ω = 0 in
the following way, suppressing the frequency argument ρdσ ≡
ρdσ (0) = sin2 δσ /π�, where

δσ = cot−1

[
εdσ + �r

eq,σ (0)

�

]
. (2.7)

The phase shift δσ is a primary parameter which characterizes
the Fermi-liquid ground state. The Friedel sum rule relates the
phase shift to the occupation number which also corresponds
to the first derivative of the free energy � ≡ −T ln [Tr e−H/T ],

〈ndσ 〉 = ∂�

∂εdσ

T →0−−−→ δσ

π
. (2.8)

2. Second derivative of �

The leading Fermi-liquid corrections can be described by
the static susceptibilities following Yamada and Yosida [2]:

χσσ ′ ≡ − ∂2�

∂εdσ ′∂εdσ

= − ∂〈ndσ 〉
∂εdσ ′

T →0−−−→ ρdσ χ̃σσ ′ . (2.9)

Note that χ↑↓ = χ↓↑. The renormalization factors are defined
by

χ̃σσ ′ ≡ δσσ ′ + ∂�r
eq,σ (0)

∂εdσ ′
,

1

zσ

≡ 1 − ∂�r
eq,σ (ω)

∂ω

∣∣∣∣
ω=0

.

(2.10)

The susceptibility can be written as a static two-body correla-
tion function

χσσ ′ =
∫ 1/T

0
dτ 〈δndσ (τ ) δndσ ′ 〉, (2.11)

where δndσ ≡ ndσ − 〈ndσ 〉. The usual spin and charge suscep-
tibilities are given by

χc ≡ −∂2�

∂ε2
d

= χ↑↑ + χ↓↓ + χ↑↓ + χ↓↑, (2.12a)

χs ≡ −1

4

∂2�

∂h2
= 1

4

(
χ↑↑ + χ↓↓ − χ↑↓ − χ↓↑

)
. (2.12b)
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The free energy � is an even function of the field h.
Therefore χc and χs are also even functions of h. Furthermore,
χ↑↓ is an even function of h,

χ↑↓ = χ↓↑ = − ∂2�

∂εd↑∂εd↓
= −1

4

(
∂2�

∂ε2
d

− ∂2�

∂h2

)
. (2.13)

Similarly, χ↑↑ + χ↓↓ is an even function of h, and χ↑↑ − χ↓↓
is an odd function of h:

χ↑↑ + χ↓↓ = −1

2

(
∂2�

∂ε2
d

+ ∂2�

∂h2

)
, (2.14a)

χ↑↑ − χ↓↓ = ∂

∂εd

(
∂�

∂h

)
. (2.14b)

Therefore χ↑↑ = χ↓↓ at zero field h = 0.

3. Third derivative of �

The next leading Fermi-liquid corrections are determined
by the static nonlinear susceptibilities, as we will describe later,

χ [3]
σ1σ2σ3

≡ − ∂3�

∂εdσ1∂εdσ2∂εdσ3

= ∂χσ2σ3

∂εdσ1

. (2.15)

It also corresponds to the thee-body correlations of the impurity
occupation

χ [3]
σ1σ2σ3

= −
∫ 1

T

0
dτ3

∫ 1
T

0
dτ2 〈Tτ δndσ3 (τ3) δndσ2 (τ2) δndσ1〉.

(2.16)

Similarly, the nth derivative of � for n = 4,5,6 · · · corre-
sponds to the n-body correlation function χ [n]

σ1σ2σ3···. The Fermi-
liquid corrections can be classified according to n, and the
derivative of the Ward identity reveals a hierarchy of Fermi-
liquid relations, as described in the next section.

The n-body correlation function have permutation sym-
metry for the spin indexes χ [n]

σ1σ2σ3··· = χ [n]
σ2σ1σ3··· = χ [n]

σ3σ2σ1··· =
· · · , and thus it has n + 1 independent components at finite
magnetic fields. There are four independent components for
the n = 3 case:

∂χ↑↓
∂εdσ

= 1

2

(
∂χ↑↓
∂εd

− σ
∂χ↑↓
∂h

)
h→0−−−→ 1

2

∂χ↑↓
∂εd

, (2.17)

∂χσσ

∂εdσ

= ∂χσσ

∂εd

− ∂χ↑↓
∂εdσ

h→0−−−→ ∂χ↑↑
∂εd

− 1

2

∂χ↑↓
∂εd

(2.18)

for σ = ↑,↓. At zero field h = 0, only two components are
independent because χ

[3]
↑↑↑ = χ

[3]
↓↓↓ and χ

[3]
↑↑↓ = χ

[3]
↑↓↓ due to the

spin rotation symmetry, and ∂χ↑↓/∂h vanishes as χ↑↓ is an
even function of h. Furthermore, in the particle-hole symmetric
case for which ξd ≡ εd + U/2 → 0, the phase shift reaches the
unitary limit value δσ → π

2 . Then the charge susceptibility χc

and spin susceptibility χs take a minimum and a maximum,
respectively, and thus

∂χ↑↑
∂εd

∣∣∣∣
h=0
ξd =0

= 0,
∂χ↑↓
∂εd

∣∣∣∣
h=0
ξd =0

= 0. (2.19)

The derivative of the renormalization factors χ̃σσ ′ can also
be written in terms of the susceptibilities,

∂χ̃σ1σ2

∂εdσ3

= 1

ρdσ1

(
∂χσ1σ2

∂εdσ3

+ 2π cot δσ1 χσ1σ3
χσ1σ2

)
. (2.20)

Note that the derivative of the density of states with respect to
the frequency and that with respect to the impurity level can
also be written as

ρ ′
dσ ≡ ∂ρdσ (ω)

∂ω

∣∣∣∣
ω=0

= −∂ρdσ

∂εdσ

= 2π cot δσ χσσρdσ . (2.21)

Furthermore, the derivative of χ̃σσ ′ has the permutation sym-
metry for the spin indexes in a constrained way

∂2�r
eq,σ (0)

∂εdσ2
∂εdσ1

= ∂χ̃σσ1

∂εdσ2

= ∂χ̃σσ2

∂εdσ1

, (2.22)

namely, the spin indexes other than σ can be exchanged.

B. Ward identities at equilibrium ground state

The Ward identity for the causal Green’s function for the
equilibrium ground state, at T = 0, follows from the local
current conservation for each spin component σ [2,5],

δσσ ′
∂�−−

eq,σ (ω)

∂ω
+ ∂�−−

eq,σ (ω)

∂εdσ ′
= −�σσ ′;σ ′σ (ω,0; 0,ω) ρdσ ′ ,

(2.23)

where �σσ ′;σ ′σ (ω,ω′; ω′,ω) is the vertex function for the causal
Green’s function in the T = 0 formalism. The Ward identity
describes a relation between the vertex function and the
differential coefficients of the self-energy.

1. Leading Fermi-liquid corrections

At the Fermi energy ω = 0, the Ward identity represents
the Fermi-liquid relation of Yamada-Yosida [2,5], i.e., the
antiparallel σ ′ = −σ and the parallel σ ′ = σ spin components
of Eq. (2.23) can be written as

χ↑↓ = −ρd↑ρd↓ �↑↓;↓↑(0,0; 0,0),
1

zσ

= χ̃σσ . (2.24)

Note that �↑↓;↓↑(0,0; 0,0) = �↓↑;↑↓(0,0; 0,0), and
�σσ ;σσ (0,0; 0,0) = 0. These parameters also determine
low-energy properties of quasiparticles. The residual
interaction Ũ and renormalized density of states ρ̃dσ are
given by [23],

Ũ ≡ z↑z↓�↑↓;↓↑(0,0; 0,0), ρ̃dσ ≡ ρdσ

zσ

= χσσ . (2.25)

In addition, the Wilson ratio RW and characteristic energy scale
T ∗ which at zero field corresponds to the Kondo temperature
can be defined in the form

RW ≡ 1 +
√

ρ̃d↑ρ̃d↓ Ũ = 1 − 4T ∗χ↑↓, (2.26a)

T ∗ ≡ 1

4√
χ↑↑χ↓↓

. (2.26b)
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2. Higher-order Fermi-liquid correction at T = 0

Most of our recent results for the higher-order Fermi-liquid
corrections follow from an important property of the vertex
function for the parallel spins �σσ ;σσ (ω,0; 0,ω), i.e., its ω-
linear part does not have an analytic real component but has a
pure imaginary nonanalytic |ω| component,

�σσ ;σσ (ω,0; 0,ω)ρ2
dσ = iπχ2

↑↓ ω sgn(ω) + O(ω2). (2.27)

From this property of the vertex correction, the order ω2 term
of the self-energy can also be deduced, taking a derivative of
Eq. (2.23) with respect to ω,

∂2�−−
eq,σ (ω)

∂ω2

∣∣∣∣∣
ω→0

= ∂χ̃σσ

∂εdσ

− iπ
χ2

↑↓
ρdσ

sgn(ω). (2.28)

Furthermore, the vertex function for the antiparallel spins can
be calculated up to theω2 contributions, using the Ward identity
Eq. (2.23) again,

�σ−σ ;−σσ (ω,0; 0,ω) ρdσ ρd,−σ

= −χ↑↓ + ρdσ

∂χ̃σ,−σ

∂εdσ

ω

− ρdσ

2

∂

∂εd,−σ

[
∂χ̃σσ

∂εdσ

− iπ
χ2

↑↓
ρdσ

sgn(ω)

]
ω2 + O(ω3).

(2.29)

C. Asymptotic form of �σσ ′;σ ′σ (ω,ω′; ω′,ω) and T 2 corrections

We have shown in paper II that the low-frequency behavior
of the vertex corrections with two independent frequencies
�σσ ′;σ ′σ (iω,iω′; iω′,iω) can also be described by the Fermi-
liquid theory up to the linear terms in iω and iω′. The results
which were described using the Matsubara formalism can be
converted into the real-frequency expressions in terms of the
T = 0 causal Green’s functions:

�σσ ;σσ (ω,ω′; ω′,ω) ρ2
dσ = iπχ2

↑↓ |ω − ω′| + · · · , (2.30)

�σ,−σ ;−σ,σ (ω,ω′; ω′,ω) ρdσ ρd,−σ

= −χ↑↓ + ρdσ

∂χ̃σ,−σ

∂εdσ

ω + ρd,−σ

∂χ̃−σ,σ

∂εd,−σ

ω′

+iπ χ2
↑↓(|ω − ω′| − |ω + ω′|) + · · · . (2.31)

This asymptotically exact result captures the essential features
of the Fermi liquid, and is analogous to Landau’s quasiparti-
cle interaction f (p σ,p′σ ′) and Nozières’ function φσσ ′(ε,ε′)
[1,24]. One important difference is that the vertex function also
has the nonanalytic imaginary part which directly determines
the damping of the quasiparticles.

We have also reexamined the finite-temperature corrections
in paper II. We have obtain a simplified formula, with which the
leading T 2 contribution of the retarded self-energy �r

eq,σ (ω,T )
can be deduced from the derivative of�σσ ′;σ ′σ (ω,ω′; ω′,ω) with
respect to the intermediate frequency ω′:

�r
eq,σ (ω,T ) − �r

eq,σ (ω,0) = (πT )2

6
�r

σ (ω) + O(T 4).

(2.32)

Here, �r
σ (ω) is a retarded function. The corresponding causal

function is given by

�−−
σ (ω) ≡ lim

ω′→0

∂

∂ω′
∑
σ ′

�σσ ′;σ ′σ (ω,ω′; ω′,ω)ρdσ ′ (ω′).

(2.33)

Equation (2.32) shows that this function determines the T 2

corrections as �r
σ (ω) = �−−

σ (ω) for ω > 0, and �r
σ (ω) =

{�−−
σ (ω)}∗ for ω < 0. The zero-frequency limit can be cal-

culated, substituting the double-frequency expansion of the
vertex functions Eqs. (2.30) and (2.31) into Eq. (2.33):

lim
ω→0

�−−
σ (ω) = 1

ρdσ

∂χ↑↓
∂εd,−σ

− i 3 π
χ2

↑↓
ρdσ

sgn(ω). (2.34)

In Appendix A, we provide an alternative derivation which
is also applicable to the multiorbital case. We will discuss
in the next section an exact relation between the T 2 and the
(eV )2 contributions which was first pointed out by FMvMD
[10]. In our formulation, it follows from an identity �−−

σ (ω) ≡
D̂2�−−

eq,σ (ω), given in Eq. (3.13).

III. NONEQUILIBRIUM FERMI-LIQUID RELATIONS AT
FINITE MAGNETIC FIELDS

The higher-order Fermi-liquid corrections, summarized in
the previous section for thermal equilibrium, are described
in terms of the differential coefficients which are taken
with respect to the spin-dependent impurity level εdσ . The
nonequilibrium Ward identities were previously obtained for
the spin SU(2) symmetric case, and were used to calculate
nonlinear conductance through a quantum dot at low bias
voltages [12]. In the formulation, the impurity-level derivatives
were taken with respect to the sum εd = εd↑ + εd↓ that does
not distinguish the two spin components. In this section, we
describe how the previous formulation can be extended at finite
magnetic fields. Using the extended identities, we calculate
the Fermi-liquid corrections to magnetoconductance through
a quantum dot, and also provide transport coefficients for the
thermoelectric transport of dilute magnetic alloys.

We use the Keldysh Green’s function [25] for impurity
electrons,

G−−
σ (t1,t2) ≡ −i 〈 T dσ (t1) d†

σ (t2)〉, (3.1a)

G++
σ (t1,t2) ≡ −i 〈 T̃ dσ (t1) d†

σ (t2)〉, (3.1b)

G+−
σ (t1,t2) ≡ −i 〈dσ (t1) d†

σ (t2)〉, (3.1c)

G−+
σ (t1,t2) ≡ i 〈d†

σ (t2) dσ (t1)〉. (3.1d)

Nonequilibrium steady state driven by the bias voltage eV

can be described using the noninteracting Green’s function, the
Fourier transform of which is given by [26]

G−−
0σ (ω) = [1 − feff (ω)]Gr

0σ (ω) + feff (ω) Ga
0σ (ω), (3.2a)

G++
0σ (ω) = −feff (ω) Gr

0σ (ω) − [1 − feff (ω)]Ga
0σ (ω), (3.2b)

G−+
0σ (ω) = −feff (ω)

[
Gr

0σ (ω) − Ga
0σ (ω)

]
, (3.2c)

G+−
0σ (ω) = [1 − feff (ω)]

[
Gr

0σ (ω) − Ga
0σ (ω)

]
. (3.2d)
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The retarded and the advanced Green’s functions are written
explicitly in the following form:

Gr
0σ (ω) = 1

ω − εdσ + i(�L + �R)
, (3.3)

and Ga
0σ (ω) = {Gr

0σ (ω)}∗. Similarly, the Fourier transform
of the causal Green’s function G−−

0σ and its time-reversal
counter part G++

0σ are related to each other through G++
0σ (ω) =

−{G−−
0σ (ω)}∗. One of the most important properties of these

Green functions is that both the bias voltage eV and tempera-
ture T enter through a local distribution function for impurity
electrons,

feff (ω) = fL(ω) �L + fR(ω) �R

�L + �R

. (3.4)

Here, fL/R(ω) ≡ f (ω − μL/R) and f (ω) = [eω/T +1]−1 is the
Fermi function. We choose the chemical potentials such that
μL = αLeV , μR = −αReV , and αL + αR = 1. The parame-
ters αL and αR specify how the bias is applied relative to the
Fermi level at equilibrium ω = 0.

A. Ward identities for the Keldysh Green’s functions
at finite magnetic fields

The corresponding self-energy satisfies the Dyson equation
of a matrix form, G−1

σ = G−1
0σ − �σ ,

Gσ =
[
G−−

σ G−+
σ

G+−
σ G++

σ

]
, �σ =

[
�−−

σ �−+
σ

�+−
σ �++

σ

]
. (3.5)

In the Keldysh formalism, the dependence of �σ on the bias
voltage and temperature enters through the internal G0σ ’s, each
of which accompanies the nonequilibrium distribution feff (ω).
Therefore the first few differential coefficients of this function
play a central role in low-energy properties,

∂feff (ω)

∂(eV )
= αR�R f ′

R(ω) − αL�L f ′
L(ω)

�R + �L

, (3.6a)

∂2feff (ω)

∂(eV )2
= α2

R�R f ′′
R (ω) + α2

L�L f ′′
L (ω)

�R + �L

. (3.6b)

Note that the low-energy limit of these two derivatives do
not depend on the order to take the limits eV → 0 and ω → 0,

lim
ω→0
eV →0

∂feff (ε + ω)

∂(eV )
= −α

∂f (ε)

∂ε
, (3.7a)

lim
ω→0
eV →0

∂2feff (ε + ω)

∂(eV )2
= κ

∂2f (ε)

∂ε2
. (3.7b)

Here, ε is an arbitrary frequency argument, which for our
purpose can be regarded as an internal frequency of a Feynman
diagram. The coefficients are defined by

α ≡ αL�L − αR�R

�L + �R

, κ ≡ α2
L�L + α2

R�R

�L + �R

, (3.8)

and thus κ − α2 = �L �R/(�L + �R)2.
The differential coefficients of �νν ′

σ (ω) with respect to eV

can be calculated by taking derivatives of the internal Green’s
functions in the Feynman diagrams for the self-energy. To be
specific, we assign the internal frequencies ε’s in a way such

that every internal propagator carries the external frequency ω.
Then the eV derivative of the noninteracting Green’s function
can be rewritten as a linear combination of the ω derivative
and the εd derivative which includes both spin components,
∂/∂εd = ∂/∂εd↑ + ∂/∂εd↓,

∂Gνν ′
0σ (ε + ω)

∂(eV )

∣∣∣∣∣
eV =0

= −α

(
∂

∂ω
+ ∂

∂εd

)
Gνν ′

0:eq,σ (ε + ω),

(3.9a)

∂2Gνν ′
0,σ (ε + ω)

∂(eV )2

∣∣∣∣∣
eV =0

= κ

(
∂

∂ω
+ ∂

∂εd

)2

Gνν ′
0:eq,σ (ε + ω).

(3.9b)

Here, the label “eq” represents the “equilibrium” limit,
Gνν ′

0:eq,σ ≡ Gνν ′
0σ |eV =0. The right-hand side of Eqs. (3.9a) and

(3.9b) have been expressed in terms of the equilibrium Green’s
functions, which can be calculated further, as(

∂

∂ω
+ ∂

∂εd

)
Gνν ′

0:eq,σ (ε + ω)

= −∂f (ε + ω)

∂ω

[
Gr

0:eq,σ (ε + ω) − Ga
0:eq,σ (ε + ω)

]
,

(3.10a)(
∂

∂ω
+ ∂

∂εd

)2

Gνν ′
0:eq,σ (ε + ω)

= −∂2f (ε + ω)

∂ω2

[
Gr

0:eq,σ (ε + ω) − Ga
0:eq,σ (ε + ω)

]
.

(3.10b)

These relations between the derivatives of the noninteract-
ing Green’s functions at finite magnetic fields keep the same
form as those at h = 0 [12]. Nevertheless, it is necessary
for taking a variational derivative with respect to the internal
Green’s functions to keep track of the spin index σ .

The first two differential coefficients of �σ (ω) with respect
to eV can be expressed in the following form, using Eqs. (3.9a)
and (3.9b) for the derivatives of internal lines in the self-energy
diagrams

∂�σ (ω)

∂(eV )

∣∣∣∣
eV =0

= −α

(
∂

∂ω
+ ∂

∂εd

)
�eq,σ (ω), (3.11a)

∂2�σ (ω)

∂(eV )2

∣∣∣∣
eV =0

= α2

(
∂

∂ω
+ ∂

∂εd

)2

�eq,σ (ω)

+ �L �R

(�L + �R)2 D̂2�eq,σ (ω). (3.11b)

Here, �eq,σ (ω) ≡ �σ (ω)|eV =0, and thus the right-hand
side of Eqs. (3.11a) and (3.11b) are written in terms of the
equilibrium self-energy. The operator D̂2 takes the second
derivative (∂/∂ω + ∂/∂εd )2 for each single internal Green’s
function of the Feynman diagrams for �eq,σ (ω) [12].

Specifically at zero temperature, the standard T = 0 dia-
grammatic formulation, which only needs the causal Green’s
function is applicable, and the right-hand side of Eqs. (3.11a)
and (3.11b) can be calculated further. Taking the variational
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derivative of �−−
eq,σ component with respect to the internal

Green’s functions and then using Eqs. (3.10a) and (3.10b),
we obtain the following two identities:(

∂

∂ω
+ ∂

∂εd

)
�−−

eq,σ (ω)

= −
∑
σ ′

∫
dω′ �σσ ′;σ ′σ (ω,ω′; ω′,ω) ρdσ ′ (ω′)

[
−∂f (ω′)

∂ω′

]
= −

∑
σ ′

�σσ ′;σ ′σ (ω,0; 0,ω) ρdσ ′ (0), (3.12a)

D̂2�−−
eq,σ (ω)

= −
∑
σ ′

∫
dω′ �σσ ′;σ ′σ (ω,ω′; ω′,ω) ρdσ ′ (ω′)

[
−∂2f (ω′)

∂ω′2

]

=
∑
σ ′

∂

∂ω′ �σσ ′;σ ′σ (ω,ω′; ω′,ω) ρdσ ′ (ω′)
∣∣∣∣
ω′=0

. (3.12b)

The first one corresponds to the Ward identity given in
Eq. (2.23). The second identity shows that D̂2�−−

eq,σ (ω) is
identical to the correlation function �−−

σ (ω):

D̂2�−−
eq,σ (ω) ≡ �−−

σ (ω). (3.13)

Thus the (eV )2 contribution emerging through the second term
of Eq. (3.11b) and the T 2 contribution determined by Eq. (2.32)
appear in the self-energy as a linear combination,

�L�R

(�L + �R)2

(eV )2

2
+ (πT )2

6
. (3.14)

Although this was known for the imaginary part [11,12], it
has not been recognized until recently that the T 2 and (eV )2

contributions of the real part of the self-energy are determined
by the same processes. This was first pointed out by FMvDM,
using the Nozières’ phenomenological description [10]. Our
description provides an alternative microscopic proof.

The common coefficient for the set of the (eV )2 and T 2

contributions can be calculated taking the ω → 0 limit for
Eq. (3.13), and the result corresponding to Eq. (2.34) is given
by

lim
ω→0

D̂2�−−
eq,σ (ω) = 1

ρdσ

∂χ↑↓
∂εd,−σ

− i 3π
χ2

↑↓
ρdσ

sgn(ω). (3.15)

See Appendix A for the details, where a general proof ap-
plied to multiorbital Anderson impurity with N components
σ = 1,2, . . . ,N is given using the T = 0 causal-Green’s-
function formulation. The nonanalytic sgn(ω) dependence in
the imaginary part of Eq. (3.15) reflects the behavior caused
by the branch cuts of the vertex function �σσ ′;σ ′σ (ω,ω′; ω′,ω)
along ω − ω′ = 0 and ω + ω′ = 0 [5,16,27,28]. This imag-
inary part generalizes the previous result [12] obtained at
h = 0 to finite magnetic fields. It also agrees with the corre-
sponding FMvDM’s formula [10], and with the second-order-
renormalized-perturbation result as well [29].

There is, however, a discrepancy in the real part at finite
magnetic fields. We give a detailed comparison between
FMvDM’s result and ours in Appendix C. In our diagrammatic
formulation, Eq. (3.15) has been deduced from Eq. (3.13).

The antisymmetry property of the vertex function imposes
a strong restriction on the intermediate states, i.e., in the
summation over σ ′ in Eq. (3.13) the contribution of σ ′ =
σ component vanishes because of �σσ ;σσ (0,0; 0,0) = 0 and
Re ∂�σσ ;σσ (0,ω′; ω′,0)/∂ω′|ω′=0 = 0, as shown in Appendix
A. Thus, for the N = 2 spin Anderson model, the intermediate
state must be unique, i.e., the spin σ ′ = −σ state, and it gives
a finite contribution (1/ρdσ ) ∂χσσ ′/∂εdσ ′ .

B. Additional eV , ωeV , and (eV )2 contributions emerging for
the case of α �= 0

In the situation where α = 0, the self-energy also captures
the terms of order eV , ωeV , and an additional (eV )2 contri-
bution emerging through the first term in the right-hand side
of Eq. (3.11b). We calculate the coefficients for these terms
in the following, using the low-energy asymptotic form of
�σσ ′;σ ′σ (ω,0; 0,ω), given in Eqs. (2.27) and (2.29).

The order eV contribution is determined by Eqs. (3.11a) and
(3.12a). Using the explicit form of the vertex function given in
Eqs. (2.27) and (2.29), we obtain

lim
ω→0

∂�−−
σ (ω)

∂(eV )

∣∣∣∣
eV =0

= −α lim
ω→0

(
∂

∂ω
+ ∂

∂εd

)
�−−

eq,σ
(ω)

= α
∑
σ ′

�σσ ′;σ ′σ (0,0; 0,0) ρdσ ′

= −α χ̃σ,−σ . (3.16)

The order ω eV contribution can also be deduced from
Eqs. (3.11a) and (3.12a), using Eqs. (2.27) and (2.29),

lim
ω→0

∂

∂ω

[
∂�−−

σ (ω)

∂(eV )

]
eV =0

= −α lim
ω→0

∂

∂ω

(
∂

∂ω
+ ∂

∂εd

)
�−−

eq,σ
(ω)

= α lim
ω→0

∂

∂ω

∑
σ ′

�σσ ′;σ ′σ (ω,0; 0,ω) ρdσ ′

= α

[
∂χ̃σ,−σ

∂εdσ

+ iπ
χ2

↑↓
ρdσ

sgn(ω)

]
. (3.17)

The additional (eV )2 contribution, which enters through the
α2 term in Eq. (3.11b), can be deduced from Eqs. (3.12a) using
Eqs. (2.27) and (2.29):

α2 lim
ω→0

(
∂

∂ω
+ ∂

∂εd

)2

�−−
eq,σ

(ω)

= −α2 lim
ω→0

(
∂

∂ω
+ ∂

∂εd

)∑
σ ′

�σσ ′;σ ′σ (ω,0; 0,ω) ρdσ ′

= α2

[
∂χ̃σ,−σ

∂εd,−σ

− iπ
χ2

↑↓
ρdσ

sgn(ω)

]
. (3.18)

IV. LOW-ENERGY ASYMPTOTIC FORM
OF SELF-ENERGY

The low-energy behavior of the retarded self-energy for
finite magnetic field �r

σ (ω,T ,eV ) can be deduced exactly up
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to terms of order ω2, T 2 and (eV)2, from the results given in
Eqs. (2.28) and (2.32)–(2.34) for equilibrium, and Eqs. (3.13)

and (3.16)–(3.18) for finite bias voltages. The imaginary part
can be expressed in the form

Im �r
σ (ω,T ,eV ) = − π

2

χ2
↑↓

ρdσ

[
(ω − α eV )2 + 3 �L�R

(�L + �R)2 (eV )2 + (πT )2

]
+ · · · . (4.1)

The spin dependence enters through the density of states ρdσ in the prefactor.
Owing to the recent knowledge about the double derivative Re ∂2�−−

eq,σ /∂ω2 described in Eq. (2.28), the real part of the
self-energy can also be expressed in terms of the susceptibilities, or renormalized parameters for the quasiparticles,

εdσ + Re �r
σ (ω,T ,eV ) = � cot δσ + (1 − χ̃σσ ) ω + 1

2

∂χ̃σσ

∂εdσ

ω2 + 1

6

1

ρdσ

∂χ↑↓
∂εd,−σ

[
3�L�R

(�L + �R)2 (eV )2 + (πT )2

]
− χ̃σ,−σ α eV + ∂χ̃σ,−σ

∂εdσ

α eV ω + 1

2

∂χ̃σ,−σ

∂εd,−σ

α2(eV )2 + · · · . (4.2)

At zero magnetic field h = 0, the real part can be rewritten in the following form, using Eqs. (2.17)–(2.20):

εd + Re �r (ω,T ,eV )

h→0−−−→ � cot δ + (1 − χ̃↑↑) ω + 1

2ρd

(
∂χ↑↑
∂εd

− 1

2

∂χ↑↓
∂εd

+ 2π cot δ χ2
↑↑

)
ω2 + 1

12

1

ρd

∂χ↑↓
∂εd

[
3�L�R

(�L + �R)2 (eV )2 + (πT )2

]
− χ̃↑↓ α eV + 1

ρd

(
1

2

∂χ↑↓
∂εd

+ 2π cot δ χ↑↑χ↑↓

)
α eV ω + 1

2ρd

(
1

2

∂χ↑↓
∂εd

+ 2π cot δ χ2
↑↓

)
α2(eV )2. (4.3)

This expression agrees with the previous result, Eq. (19)
of Ref. [12] as shown in Appendix D. The higher-order
fluctuations emerging away from half filling enter through
∂χ↑↑/∂εd and ∂χ↑↓/∂εd at zero-magnetic field, and these two
parameters can also be written in terms of the wave-function
renormalization factor z = 1/χ̃↑↑ and the Wilson ratio:

∂ ln χ↑↑
∂εd

= −∂ ln z

∂εd

+ ∂ ln ρd

∂εd

, (4.4)

∂ ln(−χ↑↓)

∂εd

= ∂ ln χ↑↑
∂εd

+ ∂ ln(RW − 1)

∂εd

, (4.5)

∂ ln ρd

∂εd

= −2π (2 − RW ) χ↑↑ cot δ. (4.6)

Figure 1 shows the εd dependence of sin2 δ, RW − 1, and z at
zero field h = 0 obtained with the NRG [29]. Correspondingly,
their logarithmic derivatives with respect to εd are shown in
Fig. 2. The derivative of the density of states ρd = sin2 δ/π�

is obtained using Eq. (4.6) while the derivatives ∂ ln z/∂εd and
∂ ln (RW − 1)/∂εd are numerically evaluated from the discrete
NRG data for z and RW . These derivatives with respect to εd

are enhanced near the two valence-fluctuation regions at εd � 0
and at εd � −U . Note that the logarithmic derivatives can be
related to the β functions for renormalization group equations
[30].

V. NONEQUILIBRIUM TRANSPORT THROUGH A
QUANTUM DOT

We apply the low-energy asymptotic form of the self-
energy obtained in the above to the nonequilibrium current
I through quantum dots [11,17–19]. The retarded Green’s
function Gr

σ (ω,T ,eV ) and the spectral function Aσ (ω,T ,eV )
can be obtained from Eqs. (4.1) and (4.2):

{Gr
σ (ω,T ,eV )}−1 = ω − [εdσ + Re �r

σ (ω,T ,eV )]

+ i[� − Im �r
σ (ω,T ,eV )], (5.1)

Aσ (ω,T ,eV ) ≡ − 1

π
Im Gr

σ (ω,T ,eV ). (5.2)

Note that ρdσ (ω) ≡ Aσ (ω,0,0). Then, the current I can be
calculated using the Meir-Wingreen formula [11,20],

I = e

2πh̄

∑
σ

4�L�R

�L + �R

×
∫ ∞

−∞
dω [fL(ω) − fR(ω)]πAσ (ω,T ,eV ). (5.3)

Thus T and eV enter through the distribution function fL − fR

and the spectral function Aσ .

A. Conductance formula for �L = �R and α = 0

In the following, we consider the situation in which α = 0,
taking the tunneling couplings and the bias voltages such that
�L = �R = �/2 and αL = αR = 1/2. We obtain the spectral
function up to terms of order ω2, (eV )2, and T 2,

π�Aσ (ω,eV,T )

= sin2 δσ + π sin 2δσ χσσ ω

+ π2

[
cos 2δσ

(
χ2

σσ + 1

2
χ2

↑↓

)
− sin 2δσ

2π

∂χσσ

∂εdσ

]
ω2

+ π2

3

(
3

2
cos 2δσ χ2

↑↓ − sin 2δσ

2π

∂χ↑↓
∂εd,−σ

)
×

[
3

4
(eV )2 + (πT )2

]
+ · · · . (5.4)
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FIG. 1. NRG results of sin2 δ (= π�ρd ), RW − 1, and z at zero
magnetic field h = 0 are plotted vs εd/U for U/(π�) = 1.0, 2.0, and
3.0.

The contribution of the nonlinear fluctuation, ∂χ↑↓/∂εd,−σ ,
enters in the coefficient for (πT )2 + (3/4)(eV )2 through
Eq. (4.2). We calculate the current I up to order (eV )3 using
Eqs. (5.3) and (5.4), and obtain the differential conductance

dI

dV
= e2

2πh̄

∑
σ

[sin2 δσ − cT,σ (πT )2 − cV,σ (eV )2 + · · · ].

(5.5)

The coefficients cT,σ and cV,σ are given by

cT,σ = π2

3

[
− cos 2δσ (χ2

σσ + 2χ2
↑↓)

+ sin 2δσ

2π

(
∂χσσ

∂εdσ

+ ∂χ↑↓
∂εd,−σ

)]
, (5.6)

cV,σ = π2

4

[
− cos 2δσ (χ2

σσ + 5 χ2
↑↓)

+ sin 2δσ

2π

(
∂χσσ

∂εdσ

+ 3
∂χ↑↓
∂εd,−σ

)]
. (5.7)

FIG. 2. Logarithmic derivatives of ρd (= sin2 δ/π�), RW − 1,
and z with respect to εd at zero magnetic field h = 0 are plotted vs
εd/U for U/(π�) = 1.0, 2.0, and 3.0.

We note that the derivatives, for which sin 2δσ are multiplied,
can be rewritten in terms of the derivatives with respect to εd

and h,

∂χσσ

∂εdσ

+ ∂χ↑↓
∂εd,−σ

= ∂χσσ

∂εd

+ σ
∂χ↑↓
∂h

, (5.8)

∂χσσ

∂εdσ

+ 3
∂χ↑↓
∂εd,−σ

= ∂χσσ

∂εd

+ ∂χ↑↓
∂εd

+ σ 2
∂χ↑↓
∂h

. (5.9)

In the particle-hole symmetric case at which εd = −U/2 and
h = 0, the previous result is also reproduced [12],

cT,σ

h→0
ξd →0−−→ χ̃2

↑↑ + 2χ̃2
↑↓

3�2
, cV,σ

h→0
ξd →0−−→ χ̃2

↑↑ + 5χ̃2
↑↓

4�2
, (5.10)

since δσ = π/2 and ρdσ = 1/(π�).
The last line of Eq. (5.6) and that of Eq. (5.7) are expressed in

terms of the derivative with respect to the center of the impurity
levels εd and the magnetic field h. We may also express these
coefficients in a dimensionless way such that cT,σ (T ∗)2 and
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d

T
K

T
K

T

FIG. 3. Susceptibility χ↑↑ is plotted vs εd/U at zero magnetic
field h = 0. The reciprocal of it is proportional to the characteristic
energy T ∗ ≡ 1/4χ↑↑. Here, the Kondo temperature TK ≡ z0π�/4 is
defined at half filling εd/U = −0.5 with the renormalization factor
z0 which depends on U : z0 � 0.63, 0.24, and 0.08, for U/π� = 1.0,
2.0, and 3.0, respectively.

cV,σ (T ∗)2, scaling the quadratic (πT )2 and (eV )2 parts by the
characteristic energy T ∗ = 1/4

√
χ↑↑χ↓↓ that is introduced in

Eq. (2.26b) and is a function of εd and h:

dI

dV
= 2e2

2πh̄

[
1

2

∑
σ

sin2 δσ

− CT

(
πT

T ∗

)2

− CV

(
eV

T ∗

)2

+ · · ·
]
, (5.11)

CT ≡ (T ∗)2

2

∑
σ

cT ,σ , CV ≡ (T ∗)2

2

∑
σ

cV,σ . (5.12)

B. Conductance away from half filling at zero field

The coefficients given in Eqs. (5.6) and (5.7) take a
much simpler form at zero magnetic field h = 0. Since
∂χ↑↓/∂h|h=0 = 0 as χ↑↓ is an even function of h, we obtain

cT,σ

h→0−−−→ π2

3

[
−(χ2

↑↑ + 2χ2
↑↓) cos 2δ + sin 2δ

2π

∂χ↑↑
∂εd

]
,

(5.13)

cV,σ

h→0−−−→ π2

4

[
−(χ2

↑↑ + 5 χ2
↑↓) cos 2δ

+ sin 2δ

2π

(
∂χ↑↑
∂εd

+ ∂χ↑↓
∂εd

)]
. (5.14)

These coefficients cT,σ and cV,σ for h = 0 coincide with those
of FMvDM’s [10], which were first presented in Ref. [9] by
Mora, Moca, von Delft, and Zaránd (MMvDZ) away from half
filling at zero magnetic field.

Corresponding dimensionless parameters in this case are
scaled by the characteristic energy T ∗ = 1/4χ↑↑ which in-
creases as εd deviates from the particle-hole symmetric point
as shown in Fig. 3:

CT = π2

48
(WT + �↑↑), (5.15)

CV = π2

64
(WV + �↑↑ − �↑↓). (5.16)

d

WT

WV

d

FIG. 4. (Top) Contributions of the two-body fluctuations
parts WT = −[1 + 2(RW − 1)2] cos 2δ, and WV = −[1 + 5(RW −
1)2] cos 2δ are plotted vs εd for U/π� = 3.0 at h = 0. (Bottom)

Contributions of the three-body fluctuations �↑↑ ≡ sin 2δ

2π

1
χ2

↑↑

∂χ↑↑
∂ε

d
and

�↑↓ ≡ − sin 2δ

2π

1
χ2

↑↑

∂χ↑↓
∂ε

d
. In the limit of |εd | → ∞, these parameters

converge towards WT → −1, WV → −1, �↑↑ → −2, and �↑↓ → 0.

Here, WT and WV represents contributions of two-body fluc-
tuations determined by the spin and charge susceptibilities, or
the Wilson ratio RW :

WT = −[1 + 2(RW − 1)2] cos 2δ, (5.17)

WV = −[1 + 5(RW − 1)2] cos 2δ. (5.18)

The other parts, �↑↑ and �↑↓, represent contributions of three-
body fluctuations which can also be described in terms of the
nonlinear susceptibilities χ [3]

σ1σ2σ3
defined in Eq. (2.15):

�↑↑ ≡ sin 2δ

2π

1

χ2
↑↑

∂χ↑↑
∂εd

, (5.19)

�↑↓ ≡ − sin 2δ

2π

1

χ2
↑↑

∂χ↑↓
∂εd

. (5.20)

At half filling δ = π/2, the Wilson ratio approaches RW → 2
for the Kondo regime U � 2�, and then WT → 3 and WV →
6, whereas the contribution of the three-body fluctuations
vanish �↑↑ → 0 and �↑↓ → 0 as charge fluctuation is mini-
mized and spin fluctuation is maximized [2]. We discuss in the
following how the two-body and three-body contributions vary
as εd deviates away from the particle-hole symmetric point.

The behavior in the other limit at εd � max(U,�) cor-
responds to the empty-orbital regime as already examined
by MMvDZ [9]. In the empty-orbital regime, the interaction
can be neglected at low energies and thus for εd → ∞ the
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d

d

FIG. 5. Contributions of the three-body fluctuations �↑↑ and �↑↓
are plotted for several different values of U/π� (= 1.0,2.0 and 3.0).
As U increases, both of these two significantly vary at the crossover
region from the Kondo regime to the empty (fully occupied) orbital
regime seen at εd/U � 0.0 (εd/U � −1.0).

parameters asymptotically behave such that RW → 1, δ �
�/εd , χ↑↑ � �/(πε2

d ), and χ↑↓ � 0. Therefore

lim
|εd |→∞

WT = −1, lim
|εd |→∞

WV = −1, (5.21)

lim
|εd |→∞

�↑↑ = −2, lim
|εd |→∞

�↑↓ = 0. (5.22)

The opposite limit εd → −∞, corresponding to a fully filled
orbital, links to the empty-orbital regime through the particle-
hole transformation. The behavior of the two-body-fluctuation
and three-body-fluctuation parts at intermediate εd can be
explored using the NRG. Figure 4 shows a typical result
obtained for U = 3π�. We see in the right panel explicitly
the contributions of the three-body fluctuation, �↑↑ and �↑↓,
are suppressed in the Kondo regime, −1.0 � εd/U � 0.0. It
also shows that the three-body fluctuations become important
outside the Kondo regime. The antiparallel component �↑↓
shows a maximum in the valence fluctuation region near
εd/U � −1.0 and 0.0, whereas the parallel component �↑↑
does not have an extremal point. Figure 5 shows the three-body
contributions for several values of the interaction: U/π� =
1.0, 2.0, and 3.0. The crossover between the Kondo and
empty (or fully occupied) orbital regimes becomes sharp as U

increases, and correspondingly the transient region becomes
very narrow for large U . The dependence of CT and CV on εd

was already discussed by MMvDZ [9]. We also provide similar
results in Fig. 6 in order to explicitly show how the sum of two-
body and three-body fluctuations determines these coefficients.
The contributions of the two-body fluctuations which enter
through WT and WV dominate in the Kondo regime, whereas

FIG. 6. Dimensionless coefficients CT and CV are plotted vs
εd/U for U/π� = 1.0, 2.0, and 3.0 at h = 0. Note that numerical
factor has been introduced such that (48/π2) CT = WT + �↑↑ and
(64/π 2) CV = WV + �↑↑ − �↑↓.

the three-body fluctuation give significant contributions for
|εd + U/2| � U/2. In the |εd | → ∞ limit of the empty (or
fully occupied) orbital regime, the coefficients converge to-
wards (48/π2)CT → −3 and (64/π2)CV → −3 [9], while
those in the Kondo regime are given by (48/π2)CT → 3 and
(64/π2)CV → 6 for U � 2π�.

C. Conductance at finite magnetic fields for εd = −U/2

We next consider the conductance at finite magnetic fields
h = 0, applied at half filling ξd = 0. In this case, the average
of total occupation number for both spin components is
fixed at nd↑ + nd↓ = 1, and thus the phase shift for each
spin component can be expressed in the form δσ = π (1 +
σmd )/2, with md = nd↑ − nd↓ the induced magnetization.
Furthermore, since ρd↑ = ρd↓, χ↑↑ = χ↓↓, z↑ = z↓(≡ z), and
the coefficients for the T 2 and (eV )2 terms defined in Eqs. (5.6)
and (5.7) are simplified,

1

2

∑
σ

cT ,σ

ξd→0−−−→ π2

3

[
(χ2

↑↑ + 2χ2
↑↓) cos(πmd ) − sin(πmd )

2π

∂χ↑↓
∂h

]
,

(5.23)
1

2

∑
σ

cV,σ

ξd→0−−−→ π2

4

[
(χ2

↑↑ + 5 χ2
↑↓) cos(πmd ) − sin(πmd )

π

∂χ↑↓
∂h

]
.

(5.24)
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TK

T
K

T

d

FIG. 7. Magnetic field dependence of Fermi-liquid parameters at
half filling εd = −U/2 for U/π� = 3.0 plotted vs h/U . Inset shows
an enlarged view of a small h region, for which the horizontal axis
is scaled by TK = 0.02π� determined at h = 0. Upper panel shows
Z, RW − 1, π�ρd = cos2(πmd/2), and md ≡ nd↑ − nd↓. Using this
definition of TK , the reciprocal of the field-dependent characteristic
energy T ∗ is plotted vs h/TK in the right panel.

The three-body terms which enter through ∂χ↑↑/∂εd and
∂χ↑↓/∂εd have vanished because the contributions of ↑ and
↓ spin components cancel each other out. The characteristic
energy T ∗ = 1/4χ↑↑ in the present case depends on h as shown
in Fig. 7. We note that in FMvDM’s formulas the three-body
terms enter in a different way at finite magnetic fields as shown
in Appendix C.

Multiplying Eqs. (5.23)–(5.24) by (T ∗)2, we obtain the
dimensionless coefficients

Ch
T ≡ π2

48

(
Wh

T + �M

)
, Ch

V ≡ π2

64

(
Wh

V + 2�M

)
. (5.25)

Here, Wh
T and Wh

V represent contributions of the two-body
fluctuations,

Wh
T ≡ [1 + 2(RW − 1)2] cos(πmd ), (5.26)

Wh
V ≡ [1 + 5(RW − 1)2] cos(πmd ). (5.27)

The remaining contribution of the three-body fluctuations are
described by �M represents

�M ≡ − sin(πmd )

2π

1

χ2
↑↑

∂χ↑↓
∂h

. (5.28)

The contribution of this three-body correlation at finite mag-
netic fields can also be decomposed into the logarithmic
derivatives of the renormalization factor and the Wilson ratio,

d

WT
h

WV
h

TK

WT
h

WV
h

M

d

TK

M

FIG. 8. Two-body and three-body correlations, which determine
Ch

T and Ch
V are plotted vs h/U at half filling εd = −U/2 for

U/π� = 3.0. Inset shows an enlarged view of the small h re-
gion, for which the horizontal axis is scaled by TK = 0.02π� (=
0.0066U ) determined at h = 0. Upper panel shows the contribution of
two-body fluctuations Wh

T = [1 + 2(RW − 1)2] cos(πmd ) and Wh
V =

[1 + 5(RW − 1)2] cos(πmd ). Lower panel shows the contribution of
three-body fluctuations �M = −sin(πmd )/(2πχ 2

↑↑) (∂χ↑↓/∂h).

similarly to Eqs. (4.5) and (4.6),

∂ ln(−χ↑↓)

∂h
= ∂ ln χ↑↑

∂h
+ ∂ ln(RW − 1)

∂h
, (5.29)

∂ ln χ↑↑
∂h

= −∂ ln z

∂h
− 2πRW χ↑↑ tan

(πmd

2

)
. (5.30)

Figure 7 shows the magnetic-field dependence of the renor-
malized parameters, obtained with the NRG [29]. It indicates
that the induced magnetization md and the density of states
sin2 δ = π�ρσ rapidly vary at small fields h � TK as the
Kondo resonance goes away from the Fermi level. In contrast,
the wave-function renormalization factor z and RW vary more
slowly than md and sin2 δσ with the energy scale of the
Coulomb interaction U . Figure 8 shows the magnetic-field
dependence of the contributions of two-body fluctuations and
three-body fluctuations on the coefficients Ch

T and Ch
V . The

two-body correlations are given by Wh
T = 3 and Wh

T = 6
at zero field for large interactions (U � 2π�) as md = 0
and RW → 2. As h increases, these two-body contributions
change sign near h = 0.8TK with TK = 0.02π� = 0.0066U

that is determined at h = 0 for U = 3.0π�. Both of these
two correlations show a minimum near h � 0.02U , and then
approach limh→∞ Wh

T = −2 and limh→∞ Wh
V = −2 for large

magnetic fields where md → 1 and RW → 1. The three-body
contribution �M vanishes at h = 0, and also in the large-field
limit lim|εd |→∞ �M = 0 as χ↑↓ decreases faster than χ↑↑. It
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FIG. 9. Magnetic-field dependence of the dI/dV coefficients:
upper panel shows (48/π 2) Ch

T = Wh
T + �M and (64/π 2) Ch

V =
Wh

V + 2�M . Inset describes an enlarged view of the small h region.
Lower panel shows rescaled coefficients CT = (TK/T ∗)2Ch

T and
CV = (TK/T ∗)2Ch

V defined in Eq. (5.32), using theh-independentTK .
The Kondo temperature TK = z0π�/4 is determined at h = 0 with
the renormalization factor z0 � 0.08, 0.05, and 0.03 for U/π� = 3.0,
3.5, and 4.0, respectively

also has a deep minimum of �M � −6.0, which is deeper than
that of Wh

V � −3.7, at an intermediate field h � 0.02U for the
case U = 3.0π�. We also see that �M gives a comparable
contribution with that of Wh

T and Wh
V at small fields h � TK .

The left panel of Fig. 9 shows the total contributions:
(48/π2) Ch

T = Wh
T + �M and (64/π2) Ch

V = Wh
V + 2�M for

the same interaction U = 3.0π�. For h � 0.8TK = 0.0053U ,
both the two-body and three-body correlations give negative
contributions, and thus the minimum of Ch

T and also that
of Ch

V become deeper than the minimum of the individual
contributions alone. It indicates that the three-body correlation
�M dominates the contribution on the T 2 and (eV )2 part of
dI/dV near the minimum 0.01U � h � 0.1U . So far, we
have used the field-dependent energy T ∗ to scale the T 2

and (eV )2 dependencies. In order to examine the universal
Kondo-scaling behavior for small magnetic fields, however, we
use TK determined at h = 0 as an h-independent characteristic
energy and rescale dI/dV such that

dI

dV
= 2e2

2πh̄

[
1

2

∑
σ

sin2 δσ

− CT

(
πT

TK

)2

− CV

(
eV

TK

)2

+ · · ·
]
, (5.31)

CT ≡
(

TK

T ∗

)2

Ch
T , CV ≡

(
TK

T ∗

)2

Ch
K. (5.32)

In the right panel of Fig. 9, CT and CV are plotted vs h/TK ,
using TK for each U/π� = 3.0,3.5,4.0. We see that both
the coefficients CT and CV show universal Kondo behavior.
This is mainly caused by the fact that the Wilson ratio is
almost saturated RW � 2 for strong interactions U . These two
coefficients, CT and CV , also show a similar h dependence,
especially they both change sign at finite magnetic field h �
0.38TK of the order of the Kondo temperature. Therefore the
zero-bias peak of the conductance splits for large magnetic
fields h � 0.38TK as dI/dV increases from the zero-bias
value as eV or T increases [31]. These observations are also
consistent with the result of the second-order renormalized
perturbation theory [31,32].

VI. THERMOELECTRIC TRANSPORT OF DILUTE
MAGNETIC ALLOY

The Kondo effect in dilute magnetic alloy (MA) has been
studied for a wide variety of 3d, 4f , and 5f electron systems.
Our formulation can also be applied to these original Kondo
systems. In this subsection, we provide the microscopic de-
scription of the Fermi-liquid corrections for magnetotransport
properties of dilute magnetic alloys away from half filling.
Specifically, we calculate the electric resistance RMA, ther-
moelectric power S, and thermal conductivity κ using the
linear-response formulas [21,22],

1

RMA

= 1

2R0
MA

∑
σ

L0,σ , S = −1

|e|T

∑
σ L1,σ∑
σ L0,σ

, (6.1)

κ = η0

T

(∑
σ

L2,σ −
(∑

σ L1,σ

)2∑
σ L0,σ

)
. (6.2)

The coefficients are defined by

Ln,σ =
∫ ∞

−∞
dω

ωn

π�Aσ (ω,T )

(
−∂f (ω)

∂ω

)
. (6.3)

The factor R0
MA is the unitary-limit value of the electric

resistance at zero field. Similarly, η0 is defined such that the
T -linear thermal conductivity should take the following form
in the unitary limit,

κ0 = 2π2η0

3
T . (6.4)

Note that thermoelectric transport through quantum dots can
also be determined in a similar way [33].1

A. Coefficients Ln,σ for finite magnetic fields

The coefficients Ln,σ , defined in Eqs. (6.3), are written
in terms of the inverse spectral function which physically
represents the relaxation time due to the many-body scatter-
ing by the impurity at equilibrium eV = 0. For this spec-
tral function, we use the low-energy asymptotic form given

1Thermoelectric response of quantum dots is described by the
coefficients: LQD

n,σ = − ∫ ∞
−∞ dω ωnAσ (ω,T ) ∂f (ω)

∂ω
.
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in Eq. (5.4),

Aσ (0,0,0)

Aσ (ω,T ,eV = 0)
= 1 − π

3�ρdσ

(
3

2
cos 2δσ χ2

↑↓ − sin 2δσ

2π

∂χ↑↓
∂εd,−σ

)
(πT )2

− sin 2δσ χσσ

�ρdσ

ω + π

�ρdσ

[
(2 + cos 2δσ ) χ2

σσ − 1

2
cos 2δσχ2

↑↓ + sin 2δσ

2π

∂χσσ

∂εdσ

]
ω2 + · · · . (6.5)

Note that π�ρdσ = sin2 δσ . Using also the integration formulas,

∫ ∞

−∞
dω ω2

(
−∂f (ω)

∂ω

)
= 1

3
(πT )2, (6.6a)∫ ∞

−∞
dω ω4

(
−∂f (ω)

∂ω

)
= 7

15
(πT )4, (6.6b)

we obtain Ln,σ for n = 0, 1, and 2:

L0,σ = 1

π�ρdσ

{
1 + π

3�ρdσ

[
(2 + cos 2δσ ) χ2

σσ − 2 cos 2δσ χ2
↑↓ + sin 2δσ

2π

(
∂χσσ

∂εdσ

+ ∂χ↑↓
∂εd,−σ

)]
(πT )2

}
+ O(T 4), (6.7)

L1,σ = −2π

3

cot δσ

π�ρdσ

χσσ (πT )2 + O(T 4), (6.8)

L2,σ = (πT )2

3π�ρdσ

{
1 + 7π

5�ρdσ

[
(2 + cos 2δσ ) χ2

σσ − 6

7
cos 2δσχ2

↑↓ + sin 2δσ

2π

(
∂χσσ

∂εdσ

+ 5

21

∂χ↑↓
∂εd,−σ

)]
(πT )2

}
+ O(T 6). (6.9)

The derivatives in the last part of L2,σ can also be written as

∂χσσ

∂εdσ

+ 5

21

∂χ↑↓
∂εd,−σ

= ∂χσσ

∂εd

− 8

21

∂χ↑↓
∂εd

+ σ
13

21

∂χ↑↓
∂h

.

(6.10)

The asymptotic exact low-temperature form of the transport
coefficients RMA, S, and κ for finite magnetic fields can be
explicitly written down using Eqs. (6.7)–(6.9) for Eq. (6.2).
As those general Fermi-liquid expressions become rather
lengthy for h = 0, we explicitly write in the following the
transport coefficients of dilute magnetic alloys at zero magnetic
field.

B. Thermoelectric transport coefficients at zero
magnetic field

The electric resistance takes the following form at zero
magnetic field h = 0 away from half filling:

RMA

R0
MA

= sin2 δ − cMA
R (πT )2 + O(T 4), (6.11)

cMA
R = π2

3

[(
2 + cos 2δ

)
χ2

↑↑ − 2 cos 2δ χ2
↑↓ + sin 2δ

2π

∂χ↑↑
∂εd

]
.

(6.12)

Note that it reproduces the results of Yamada-Yosida in the
particle-hole symmetric case [2,3],

RMA

R0
MA

ξd→0−−−→ 1 − χ̃2
↑↑ + 2χ̃2

↑↓
3

(
πT

�

)2

+ O(T 4). (6.13)

We introduce the dimensionless coefficient CMA
R which is

scaled by T ∗ = 1/(4χ↑↑), the characteristic energy at h = 0:

CMA
R ≡ cMA

R (T ∗)2 = π2

48

(
WMA

R + �↑↑
)
, (6.14)

WMA
R ≡ 2 + cos 2δ − 2(RW − 1)2 cos 2δ. (6.15)

Here, WMA
R represents the contribution of the two-body fluc-

tuation and �↑↑, which is defined in Eq. (5.19) represents the
contribution of three-body fluctuations. The coefficient CMA

R

does not depend on the antiparallel component of three-body
correlation �↑↓ similarly to the coefficient CT for quantum
dots given in Eq. (5.15).

In our formulation, low-temperature expansion of the ther-
mopower S can be carried out just for the leading T -linear
term. It is determined by the derivative of the density of states
at the Fermi energy ω = 0, and can be written in the following
form at zero magnetic field,

S = π2

3

ρ ′
d

ρd

T

|e| + O(T 3). (6.16)

Here, ρ ′
d is the derivative with respect to ω, defined in

Eq. (2.21).
The thermal conductivity κ can be deduced up terms of

order T 3 through Eq. (6.2). At h = 0, the leading T 4 term of
the ratio (

∑
σ L1,σ )2/

∑
σ L0,σ is given by(∑

σ L1,σ

)2∑
σ L0,σ

= 8π2

9
cot2 δ χ2

↑↑
(πT )4

π�ρd

+ O(T 6). (6.17)
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W

FIG. 10. Contributions of the two-body fluctuation parts W MA
R

and W MA
κ , defined in Eqs. (6.15) and (6.23), are plotted vs εd/U for

U = 3.0π�.

Using this ratio and L2,σ given in Eq. (6.9), we can explicitly
write the thermal conductivity at zero magnetic field,

κ = 2π2η0

3

T

sin2 δ

[
1 + cMA

κ

sin2 δ
(πT )2

]
+ O(T 5), (6.18)

cMA
κ ≡ 7π2

5

[
32 + 11 cos 2δ

21
χ2

↑↑ − 6

7
cos 2δ χ2

↑↓

+ sin 2δ

2π

(
∂χ↑↑
∂εd

− 8

21

∂χ↑↓
∂εd

)]
. (6.19)

Here, the sign and normalization of cMA
κ has been determined

in such a way that the thermal resistivity, the reciprocal of κ ,
is written in the following form:

1

κ
= 3

2π2η0T
[sin2 δ − cMA

κ (πT )2] + O(T 3). (6.20)

In the particle-hole symmetric case, Eq. (6.19) reproduces the
expression that can be deduced from the result of Yamada and
Yosida,

κ
ξd→0−−−→ 2π2η0

3
T

[
1 + 7χ̃2

↑↑ + 6 χ̃2
↑↓

5

(
πT

�

)2]
+ O(T 5).

(6.21)

We also introduce the dimensionless coefficient in the same
way as that for the coefficient CMA

R of the electric resistance

CMA
κ ≡ cMA

κ (T ∗)2 = 7π2

80

(
WMA

κ + �↑↑ + 8

21
�↑↓

)
,

(6.22)

WMA
κ ≡ 32 + 11 cos 2δ

21
− 6

7
(RW − 1)2 cos 2δ. (6.23)

Both the parallel and antiparallel components of the three-
body fluctuation, �↑↑ and �↑↓, contribute to the thermal
conductivity. The dependence of these three-body correlation
functions on εd has been shown in Figs. 4 and 5.

We also show the εd dependence of the two-body-
fluctuation part of the electric resistance and the thermal
conductivity, WMA

R and WMA
κ , in Fig. 10 for U = 3.0π�. The

contributions of the two-body fluctuation reach the unitary-

limit value WMA
R

Kondo−−−→ 3 and WMA
κ

Kondo−−−→ 13/7 in the Kondo

d

C
R

d

C
FIG. 11. Coefficients CMA

R and CMA
κ , defined in Eqs. (6.14) and

(6.22), for the electric resistance and thermal conductivity are plotted
vs εd/U for U/π� = 1.0, 2.0, and 3.0. These coefficients converge
towards (48/π 2) CMA

R → 1 and (80/7π 2) CMA
κ → 1/21 for |εd | → ∞.

regime where δ → π/2 and RW → 2. Both WMA
R and WMA

κ do
not change sign in contrast to WT and WV for the quantum-dot
conductance shown in Fig. 4 but have a minimum at the
transient region between the Kondo regime and empty (fully-
occupied) orbital regime at εd � 0 (εd � −U ). In the opposite
empty-orbital (EO) limit |εd | → ∞ at which cos 2δ → 1 and

RW → 1, the two-body contributions approach WMA
R

EO−→ 3

and WMA
κ

EO−→ 43/21.
The coefficients CMA

R and CMA
κ are determined by the

sum of the two-body and three-body contributions. Figure 11
shows the NRG result. Contributions of the two-body fluc-
tuations which enter through WMA

R and WMA
κ dominate for

−1.0 � εd/U � 0.0. In the Kondo regime, these contribu-
tions determine the total value such that (80/7π2)CMA

R → 3
and (80/7π2)CMA

κ → 13/7. However, outside of this region
|εd/U + 0.5| � 1.0, the three-body fluctuations, especially the
parallel spin component �↑↑, give negative contributions and
suppress the net value of CMA

R and CMR
κ . In the |εd | → ∞

limit of the empty (or fully-occupied) orbital regime, these
coefficients converge towards

lim
|εd |→∞

48

π2
CMA

R = 1, lim
|εd |→∞

80

7π2
CMA

κ = 1

21
. (6.24)

C. Thermoelectric effects at finite magnetic fields

We next examine thermoelectric effects at finite magnetic
fields, specifically at half filling εd = −U/2. The thermopower
vanishes S = 0 at half filling also for h = 0 because the
contributions of the two different spin states cancel out L1↑ +
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L1↓ = 0. It can also be explained from the fact ρ ′
d↑ + ρ ′

d↓ = 0.
In this case, the density of states can be written in terms of the
induced local moment, as ρd = cos2 ( πmd

2 )/π�.
The magnetoresistance and thermal conductivity can be

expressed in the following form at half filling:

RMA = R0
MA

[
cos2

(πmd

2

)
− CMA

R,h

(
πT

T ∗

)2
]

+ O(T 4),

(6.25)

κ = 2π2η0

3

T

cos2
(

πmd

2

)[
1+ CMA

κ,h

cos2
(

πmd

2

)(
πT

T ∗

)2
]
+ O(T 5).

(6.26)

Here, T ∗ = 1/(4χ↑↑) is the field-dependent energy scale used
in the previous section. The dimensionless coefficient for the
electric resistance RMA is given by

CMA
R,h ≡ π2

48

(
WMA

R,h + �M

)
, (6.27)

WMA
R,h = 2 − cos (πmd ) + 2(RW − 1)2 cos (πmd ), (6.28)

and that for the thermal conductivity κ is

CMA
κ,h ≡ 7π2

80

(
WMA

κ,h + 13

21
�M

)
, (6.29)

WMA
κ,h = 2 − cos (πmd ) + 6

7
(RW − 1)2 cos(πmd ). (6.30)

The parameters WMA
R,h and WMA

κ,h represent the contribution of
the two-body fluctuations, as determined by the induced local
magnetization md and the Wilson ratio RW . The three-body
contribution �M has already been defined in Eq. (5.28). It
takes a negative value at finite magnetic fields and vanishes at
h = 0 and h → ∞ as shown in Fig. 8. Therefore, at zero field,
the coefficients are given by CMA

R,h = WMA
R,h = 3 and CMA

κ,h =
WMA

κ,h = 13/7 for large Coulomb interactions U � 2π�, as
RW → 2 and md = 0. In the high-field limit h → ∞, the four
parameters CMA

R,h , CMA
κ,h , WMA

R,h , and WMA
κ,h , approach a common

value 3, as md → 1 and RW → 1.
Figure 12 shows the h dependence of these parameters for

U = 3.0π�. The two-body contributions WMA
R,h and WMA

κ,h are
positive and vary in a relatively small range from the high-field
value 3.0. For the thermal conductivity, it takes a minimum
WMA

κ,h = 13/7 at h = 0 and increases with h. The electric
resistance part has a minimum WMA

R,h � 1.6 at a finite field
h � 0.015U . In contrast, the three-body contribution �M has
a much bigger dip as shown in Fig. 8. Therefore the coefficients
CMA

R,h and CMA
κ,h become negative in an intermediate region of

the magnetic fields, typically, TK � h � 0.1U , while both of
these two coefficients are positive outside of this region.

VII. SUMMARY

In summary, we have studied low-energy properties of
the steady-state Keldysh Green’s function in the situations
where both the bias voltage and magnetic field are finite.
The (eV )2 real part of the self-energy has been deduced from
the nonequilibrium Ward identities, using the previous result
of the ω2 real part of the self-energy [10,16]. We have also

FIG. 12. Thermoelectric transport coefficients are plotted vs h/U

at half filling εd = −U/2 for U/π� = 3.0. Inset shows an enlarged
view of the small h region, for which the horizontal axis is scaled
by TK = 0.02π� (= 0.0066U ) determined at h = 0. Upper panel
shows the contributions of two-body fluctuations W MR

R,h and W MR
κ,h .

Lower panel shows the coefficients (48/π 2) CMA
R,h = W MA

R,h + �M and
(80/7π 2) CMA

κ,h = W MA
κ,h + (13/21) �M for the electric resistance RMA

and thermal conductivity κ . For the thermal conductivity, the two-
body contribution becomes smallest W MA

κ,h = 13/7 at h = 0 and it
increases with h. The behavior of three-body contribution �M for the
same situation is described in Fig. 8.

shown that the (eV )2 correction and the T 2 correction of the
self-energy are determined by a common correlation function,
D̂2�−−

eq,σ (ω) ≡ �−−
σ (ω). It indicates that these two corrections

arise as a linear combination, (πT )2 + (3/4)(eV )2, in the case
where the bias voltages are applied such that α = 0. This output
has previously been pointed out by FMvDM [10], and our result
provides an alternative proof. We have also provided a detailed
comparison between our results and those of FMvDM.

We have applied the low-energy asymptotic form of the
Green’s function given in Eqs. (4.1)–(4.2) to explore the non-
linear magnetoconductance of quantum dots, and also the
electric resistance and thermal conductivity of dilute magnetic
alloys. The Fermi-liquid corrections in the general case are
determined by two different types of contributions: the two-
body-fluctuation contribution described by the susceptibilities
χσσ ′ and the three-body-fluctuation contribution enters through
the nonlinear susceptibilities χ [3]

σ1σ2σ3
. Using the NRG, we

have examined the T 2 and (eV )2 corrections of the transport
coefficients for some particle-hole asymmetric cases. At zero
field, the two-body fluctuations dominate the corrections in
the Kondo regime where nd↑ + nd↓ � 1 and the Wilson ratio
is almost saturated RW � 2. The contribution of the three-body
fluctuations become significant far away from half filling,
especially in the valence-fluctuation regime and empty-orbital
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regime. Furthermore, we have also reexamined a controversial
problem of the zero-bias peak of dI/dV at finite magnetic
fields [10,31,32]. In this case, the three-body fluctuations give
a contribution that is comparable to the two-body contribution
even for small magnetic fields. The three-body contribution
also plays essential role in a splitting of the zero-bias peak
occurring at a magnetic field, h ∼ TK , of the order of the
Kondo energy scale TK . This observation based on the formula
Eq. (5.24) is consistent with our previous result of the second-
order renormalized perturbation theory [32].

Furthermore, we have also studied the Fermi-liquid cor-
rections for the magnetoresistance and thermal conductivity
of dilute magnetic alloys away from half filling. The NRG
result shows that the contributions of the two-body fluctua-
tions dominate in the Kondo regime, whereas in the valence-
fluctuation regime far away from half filling the contribution
of three-body fluctuations become comparable to the two-body
contribution. We have also provided the formulas for higher-
order Fermi-liquid corrections for the Anderson impurity with
N flavor components in Appendix A. Further details of the
multicomponent case will be discussed elsewhere.
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APPENDIX A: THE ZERO-FREQUENCY LIMIT OF 	−−
σ (ω)

FOR AN N-COMPONENT ANDERSON IMPURITY

It has been shown in Eq. (3.13) that D̂2�−−
eq,σ (ω) ≡

�−−
σ (ω), which indicates that the common coefficient in the

(eV )2 and T 2 corrections to �−−
eq,σ (ω) is determined by the

limω→0 �−−
σ (ω). In this appendix, we calculate this value. In

order to give a general derivation, which can also be applied
to an Anderson impurity with a number of components, we
extend the impurity part of the Hamiltonian such that

H(N)
d =

N∑
σ=1

εdσ ndσ + 1

2

∑
σ =σ ′

Uσσ ′ ndσ nd,σ ′ . (A1)

FIG. 13. Vertex function �σ1σ2;σ3σ4
(ω1,ω2; ω3,ω4).

The interelectron interaction Uσσ ′ generally depends on σ and
σ ′, with the requirements Uσ ′σ = Uσσ ′ for σ ′ = σ . For N = 2,
it describes the single-orbital Anderson model for spin 1/2
fermions which we have considered so far. The remaining
part of the Hamiltonian takes the same form as Eqs. (2.2) and
(2.3) but the index runs over σ = 1,2, . . . ,N . Namely, the free
conduction band Hc also consists of Nflavor components, and
HT describes the tunnelings that preserve the index σ . One
of the features of interest in the multicomponent impurity is
that for N > 2 the three-body correlations χ [3]

σ1σ2σ3
among three

different components σ1 = σ2 = σ3 = σ1 also contribute to the
low-energy properties.

For general N , the function �−−
σ is defined by

�−−
σ (ω) ≡ lim

ω′→0

∂

∂ω′

N∑
σ ′=1

�σσ ′;σ ′σ (ω,ω′; ω′,ω)ρdσ ′(ω′),

(A2)

in terms of the vertex function illustrated in Fig. 13. We show
in the following that the zero-frequency limit is given by

lim
ω→0

�−−
σ (ω) = 1

ρdσ

∑
σ ′( =σ )

∂χσσ ′

∂εdσ ′
− i

3π

ρdσ

∑
σ ′( =σ )

χ2
σσ ′ sgn(ω).

(A3)

The vertex function �σσ ′;σ ′σ (ω,ω′; ω′,ω) has lines of singu-
larities along ω − ω′ = 0 and ω + ω′ = 0 [5,27,28]. For small
ω and ω′, these singularities emerge through the three diagrams
shown in Fig. 14, and the imaginary part of �−−

σ (ω) can be
calculated as [12]

∑
σ ′

ρdσ ′ Im
∂

∂ω′ �σσ ′;σ ′σ (ω,ω′; ω′,ω)

= −
∑

σ ′( =σ )

∣∣�σσ ′;σ ′σ (0,0; 0,0)
∣∣2

Im

[ ∫
dω′′

2πi
G−−

eq,σ ′(ω′′)
∂

∂ω′ G−−
eq,σ ′(ω − ω′ + ω′′) ρdσ

+
∫

dω′′

2πi
G−−

eq,σ ′(ω′′)
∂

∂ω′ G−−
eq,σ (ω − ω′ + ω′′) ρdσ ′ +

∫
dω′′

2πi
G−−

eq,σ ′(ω′′)
∂

∂ω′ G−−
eq,σ (ω + ω′ − ω′′) ρdσ ′

]
+ · · ·

= −π
∑

σ ′( =σ )

|�σσ ′;σ ′σ (0,0; 0,0)|2ρdσρ2
dσ ′ [2 sgn(ω − ω′) + sgn(ω + ω′)] + · · ·

= −π
∑

σ ′( =σ )

χ2
σσ ′

ρdσ

[2 sgn(ω − ω′) + sgn(ω + ω′)] + · · · . (A4)
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FIG. 14. Feynman diagrams which provide the imaginary part
to the vertex function �

σσ ′ ;σ ′σ (ω,ω′; ω′,ω) for small ω and
ω′. The shaded square represents the zero-frequency vertex
part �

σ,σ ′′ ;σ ′′σ (0,0; 0,0), which for σ ′′ = σ identically vanishes
�σσ ;σσ (0,0; 0,0) = 0. The singular sgn (ω − ω′) term arises from the
intermediate particle-hole excitation with σ ′ = σ shown in the left
panel, and also from the particle-hole pair with σ ′ = σ in the middle
panel. Another singular term sgn (ω + ω′) arises from the particle-
particle pair excitation with σ ′ = σ in the right panel.

In the second line, the three integrals correspond to contribu-
tions of each diagram shown in Fig. 14. The left and middle
diagrams yield the nonanalytic 2 sgn(ω − ω′) contribution due
to the particle-hole pair excitation, and the right diagram yields
the sgn(ω + ω′) contribution due to the particle-particle pair
excitation. Taking first the limit ω′ → 0 keeping the external
frequency ω finite, we obtain the imaginary part of Eq. (3.13),

lim
ω→0

Im �−−
σ (ω) = −3π

∑
σ ′( =σ )

χ2
σσ ′

ρdσ

sgn(ω). (A5)

The real part of �−−
σ (ω) does not have the nonanalytic

sgn(ω) dependence, and it can be deduced from Eq. (3.13)
by taking first the ω → 0 limit,

Re �−−
σ (0) =

∑
σ ′

ρdσ ′
∂

∂ω′ Re �σσ ′;σ ′σ (0,ω′; ω′,0)
∣∣
ω′=0

+
∑

σ ′( =σ )

�σσ ′;σ ′σ (0,0; 0,0) ρ ′
dσ ′ . (A6)

The second term of Eq. (A6) can be expressed in the form∑
σ ′( =σ )

�σσ ′;σ ′σ (0,0; 0,0) ρ ′
dσ ′ = −

∑
σ ′( =σ )

χσσ ′

ρdσ ρdσ ′
ρ ′

dσ ′ .

(A7)

The first term of Eq. (A6) can be calculated as∑
σ ′

ρdσ ′
∂

∂ω′ Re �σσ ′;σ ′σ (0,ω′; ω′,0)

∣∣∣∣
ω′=0

=
∑
σ ′

ρdσ ′
∂

∂ω′ Re �σ ′σ ;σσ ′(ω′,0; 0,ω′)
∣∣∣∣
ω′=0

=
∑

σ ′( =σ )

ρdσ ′
∂

∂ω′ Re �σ ′σ ;σσ ′(ω′,0; 0,ω′)
∣∣∣∣
ω′=0

= −
∑

σ ′( =σ )

ρdσ ′
∂

∂ω

1

ρdσ

∂ Re �−−
eq,σ ′(ω)

∂εdσ

∣∣∣∣∣
ω=0

=
∑

σ ′( =σ )

ρdσ ′

ρdσ

∂

∂εdσ

(
1 − ∂ �−−

eq,σ ′(ω)

∂ω

)∣∣∣∣∣
ω=0

=
∑

σ ′( =σ )

ρdσ ′

ρdσ

∂χ̃σ ′σ ′

∂εdσ

=
∑

σ ′( =σ )

ρdσ ′

ρdσ

∂χ̃σ ′σ

∂εdσ ′

= 1

ρdσ

∑
σ ′( =σ )

(
∂χσσ ′

∂εdσ ′
− χσσ ′

ρdσρdσ ′

∂ρdσ ′

∂εdσ ′

)
. (A8)

Note that �σσ ′;σ ′σ (0,ω′; ω′,0) = �σ ′σ ;σσ ′(ω′,0; 0,ω′), the sym-
metric property of the vertex function has been used to
obtain the second line. To obtain the third line, we have used
the property that the vertex function for the parallel spins
�σσ ;σσ (ω,0; 0,ω) has no ω-linear real part, which has been
shown in paper II [16]. Therefore we obtain the following result
from Eqs. (A6)–(A7), using Eq. (2.21) for the density ofxbrk
states:

Re �−−
σ (0) = 1

ρdσ

∑
σ ′( =σ )

∂χσσ ′

∂εdσ ′
. (A9)

The (eV )2 and T 2 contributions of Re �−−
eq,σ (0) arise from

the intermediate single-particle excitation, which carries the
different flavor indexes σ ′ from the external one σ .

From these results, the vertex function for
�σσ ′;σ ′σ (ω,ω′; ω′,ω) can also be deduced. For σ ′ = σ , it
takes the form

�σσ ;σσ (ω,ω′; ω′,ω)ρ2
dσ = iπ

∑
σ ′( =σ )

χ2
σσ ′ |ω − ω′| + · · · ,

(A10)

and it for σ ′ = σ is

�σσ ′;σ ′σ (ω,ω′; ω′,ω) ρdσ ρdσ ′

= −χσσ ′ + ρdσ

∂χ̃σσ ′

∂εdσ

ω + ρdσ ′
∂χ̃σ ′σ

∂εdσ ′
ω′

+ iπ χ2
σσ ′(|ω − ω′| − |ω + ω′|) + · · · . (A11)

These results and the ω2 contribution of the self-energy are
related each other via the Ward identity, given in Eq. (2.23).

APPENDIX B: COEFFICIENTS α2σ & φ2σ OF FMvDM

In this Appendix, we summarize the relation between
the parameters used in the description of FMvDM and the
derivative of the susceptibilities. The coefficients α1σ and φ1
are the parameters which were introduced by Nozières for his
phenomenological description,

α1σ

π
= χσσ ,

φ1

π
= −χ↑↓. (B1)

Note that χ↑↓ = χ↓↑ and it is an even function of h because of
� is an even function of h, as mentioned.

The coefficients α2σ and φ2σ defined in Eqs. (13a)–
(13d) of the FMvDM’s paper [10] can also be written in
terms of the susceptibilities. Substituting the charge and
spin susceptibilities, χc ≡ χ↑↑ + χ↓↓ + χ↑↓ + χ↓↑ and χs ≡
1
4 (χ↑↑ + χ↓↓ − χ↑↓ − χ↓↑), into the definitions and rescaling
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the magnetic field as B = 2h,

α2↑ + α2↓
2π

= −3

4

∂χs

∂εd

− 1

16

∂χc

∂εd

= 1

8

(
∂

∂εd↑
+ ∂

∂εd↓

)
× [−2(χ↑↑ + χ↓↓) + (χ↑↓ + χ↓↑)], (B2)

α2↑ − α2↓
2π

= 1

2

∂χs

∂B
+ 3

8

∂χc

∂B

= 1

8

(
− ∂

∂εd↑
+ ∂

∂εd↓

)
× [2(χ↑↑ + χ↓↓) + (χ↑↓ + χ↓↑)], (B3)

φ2↑ + φ2↓
2π

= −∂χs

∂εd

+ 1

4

∂χc

∂εd

= 1

2

(
∂

∂εd↑
+ ∂

∂εd↓

)
(χ↑↓ + χ↓↑), (B4)

φ2↑ − φ2↓
2π

= 2
∂χs

∂B
− 1

2

∂χc

∂B

= −1

2

(
− ∂

∂εd↑
+ ∂

∂εd↓

)
(χ↑↓ + χ↓↑). (B5)

Thus the coefficients α2σ and φ2σ can be expressed in the form

α2σ

π
= − 1

2

∂χσσ

∂εdσ

,
φ2σ

π
= 2

∂χ↑↓
∂εdσ

. (B6)

Using these relations, the coefficient for the ω2 real part of
the self-energy, provided in Eqs. (B2a) and (B8b) of FMvDM’s
paper [10], can be confirmed to agree with Eq. (2.28) of ours:

R̃σ,ω

zσ

= α2σ

πρdσ

− πρdσ

z2
σ

cot δσ

= − 1

2ρdσ

(
∂χσσ

∂εdσ

+ 2π cot δσχ2
σσ

)
= −1

2

∂χ̃σσ

∂εdσ

. (B7)

We have also used Eq. (2.20) to obtain the last line.

APPENDIX C: COMPARISON WITH FMvDM’S
FORMULAS

As mentioned in Sec. III, there is a discrepancy between
our results deduced from the Ward identities and the FMvDM
results obtained with the Nozières’ phenomenological theory.
The difference appears already at equilibrium, eV = 0, in the
T 2 contribution of the real part of the retarded self-energy
�r

eq,σ (ω,T ). Our result can be expressed in the following form:

lim
T →0

Re
�r

eq,σ (0,T ) − �r
eq,σ (0,0)

(πT )2/6
= φ2,−σ

2πρdσ

= 1

ρdσ

∂χ↑↓
∂εd,−σ

= 1

2ρdσ

(
∂χ↑↓
∂εd

+ σ
∂χ↑↓
∂h

)
. (C1)

Here, we have used Eq. (B6) for the definition of φ2σ . In
contrast, the FMvDM result given in (B1a), (B2a), and (B8a)

of Ref. [10] can be expressed as

lim
T →0

Re
�FMvDM

eq,σ (0,T ) − �FMvDM
eq,σ (0,0)

(πT )2/6
= φ2σ

2πρdσ

= 1

ρdσ

∂χ↑↓
∂εdσ

= 1

2ρdσ

(
∂χ↑↓
∂εd

− σ
∂χ↑↓
∂h

)
. (C2)

Note that φ2σ /2πρdσ = −2R̃σ,V /zσ [10]. The problem is
which parameter “∂χ↑↓/∂εd,−σ or ∂χ↑↓/∂εdσ ,” alternatively
in FMvDM’s notation “φ2,−σ or φ2σ ,” should determine
the coefficient for �σ . Our derivation starts with the iden-
tity given in Eq. (3.13), for which the summation over
σ ′ can be restricted to the intermediate states with σ ′ =
σ as shown in Appendix A. This is because the contri-
bution of intermediate state, which carries the same spin
σ ′ = σ as that of the external propagator σ vanishes ow-
ing to the antisymmetry properties �σσ ;σσ (0,0; 0,0)|ω′=0 = 0
and Re (∂/∂ω′)�σσ ;σσ (0,ω′; ω′,0)|ω′=0 = 0, corresponding to
Eq. (2.27). Thus, for the spin 1/2 single-orbital Anderson
model, the intermediate states that give a finite contribution to
ReD̂2�−−

eq,σ (0) become unique, i.e., the σ ′ = −σ component.
The discrepancy in the self-energy also transmits to the T 2

coefficient of the spectral function and the conductance, given
in Eqs. (B7c) and (29) of Ref. [10]. Specifically, FMvDM’s
conductance formula can be rewritten in the form

cFMvDM
T ,σ = π2

3

[
− cos 2δσ (χ2

σσ + 2χ2
↑↓) + sin 2δσ

2π

∂χσσ

∂εd

]
,

(C3)

cFMvDM
V,σ = π2

4

[
− cos 2δσ (χ2

σσ + 5χ2
↑↓)

+ sin 2δσ

2π

(
∂χσσ

∂εd

+ ∂χ↑↓
∂εd

− σ
∂χ↑↓
∂h

)]
. (C4)

These two expressions can be compared with our Eqs. (5.6) and
(5.7), which coincide with FMvDM’s formula at h = 0 where
∂χ↑↓/∂h = 0. However, the difference becomes significant
as magnetic field increases. At half filling εd = −U/2, the
FMvDM’s formula takes the following form:

(T ∗)2

2

∑
σ

cFMvDM
T ,σ

ξd→0−−−→ π2

48
Wh

T (C5)

and

(T ∗)2

2

∑
σ

cFMvDM
V,σ

ξd→0−−−→ π2

64

(
Wh

V − �M

)
, (C6)

where T ∗ = 1/4χ↑↑. It can be compared with Eqs. (5.23)–
(5.25) of ours. The difference is in the way the �M term
enters. This may be the main reason for the disagreement2 of
FMvDM’s numerical result for the magnetoconductance with

2The authors of Ref. [10] (C. Mora, private communication on
Oct. 9, 2017) informed us that after reading our preprint Ref. [15],
they found a sign mistake in their Fermi liquid calculation of the
conductance, and that once the mistake is corrected, their Fermi liquid
theory yields formulas in agreement with those of our microscopic
theory (see also Ref. [34]).
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the previous second-order-renormalized-perturbation results
[32].

APPENDIX D: COMPARISON WITH Re � r (ω,eV )
DESCRIBED IN REF. [12]

The explicit low-energy expression of the real part of the
self-energy given in Eq. (4.2) reproduces at zero magnetic field
h = 0 the previous result, reported in Eq. (19) of Ref. [12]. It
was written in such a way that the coefficient for the ω2 real
part, b, as an additional parameter that had not been related to
the other renormalized parameters:

b ≡ Re
∂2�r

eq(ω)

∂ω2

∣∣∣∣∣
ω=0

. (D1)

Recent development clarifies that this coefficient can be written
in terms of the derivative of the static susceptibilities b =
∂χ̃↑↑/∂εd↑, as mentioned for Eq. (2.28). With this recent
knowledge, we can explicitly confirm that the previous result
is completely identical to Eq. (4.3).

The coefficients for ωeV and α2(eV )2 terms in Eq. (19) of
Ref. [12] can be written, respectively, as

−
(

b − ∂χ̃↑↑
∂εd

)
= − ∂χ̃↑↑

∂εd↑
+ ∂χ̃↑↑

∂εd

= ∂χ̃↑↑
∂εd↓

= ∂χ̃↑↓
∂εd↑

,

(D2)

b − ∂χ̃s

∂εd

=∂χ̃↑↑
∂εd↑

− ∂

∂εd

(χ̃↑↑ − χ̃↑↓)

= − ∂χ̃↑↓
∂εd↑

+ ∂χ̃↑↓
∂εd

= ∂χ̃↑↓
∂εd↓

. (D3)

These coefficients agree with the corresponding results given
in Eq. (4.2) for σ = ↑ and h = 0. Furthermore, the coefficient
for the (eV )2 term that emerges through the D̂2 operator can
be written in the form

− lim
h→0

(
b − ∂χ̃↑↑

∂εd

+ ρ ′
d

ρd

χ̃↑↓

)
= lim

h→0

(
∂χ̃↑↓
∂εd↑

− χ↑↓
ρ2

d

ρ ′
d

)

= lim
h→0

[
∂

∂εd↑

(
χ↑↓
ρd↑

)
+ χ↑↓

ρ2
d↑

∂ρd↑
∂εd↑

]
= lim

h→0

1

ρd↑

∂χ↑↓
∂εd↑

= lim
h→0

1

ρd↑

∂χ↑↓
∂εd↓

. (D4)

This agrees with the general result, given in Eq. (A9).
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