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Nondegenerate valleys in the half-metallic ferromagnet Fe/WS2
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We present a first-principles investigation of the electronic properties of monolayer WS2 coated with an
overlayer of Fe. Our ab initio calculations reveal that the system is a half-metallic ferromagnet with a gap
of ∼1 eV for the majority spin channel. Furthermore, the combined effect of time-reversal symmetry breaking
due to the magnetic Fe overlayer and the large spin-orbit coupling induced by W gives rise to nondegenerate K and
K′ valleys. This has a tremendous impact on the excited-state properties induced by externally applied circularly
polarized light. Our analysis demonstrates that the latter induces a singular hot-spot structure of the transition
probability around the K and K′ valleys for right and left circular polarization, respectively. We trace back the
emergence of this remarkable effect to the strong momentum dependent spin-noncollinearity of the valence band
involved. As a main consequence, a strong valley-selective magnetic circular dichroism is obtained, making this
system a prime candidate for spintronics and photonics applications.
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I. INTRODUCTION

Thin films obtained by exfoliating van der Waals bounded
layers of bulk crystals [1,2] demonstrate remarkable electronic
and optical properties [3–6]. Noteworthily, two-dimensional
(2D) transition metal dichalcogenides (TMDs) belong to this
class of materials. These consist of multiple chemical composi-
tions of the form MX2 [7], where M is the transition metal and X
the chalcogene atom. The resulting crystals are highly tunable
and thus offer a wide variety of applications [8], including
energy storage [9] and biosensors [10]. Interestingly, when
taken to the limit of a monolayer, group-VI TMDs emerge as
the most promising candidates, especially the MoX2 and WX2

(X=S, Se) configurations. Indeed, these compounds have been
shown to be good semiconductors with a direct band gap laying
in the near-infrared-to-visible range of the spectrum [4,11,12],
a property that makes them excellent candidates for electronics
and photonics applications [5,11,13,14]. Moreover, given their
low-cost fabrication process [15–17], they constitute a basic
building block for new material engineering, either by alloying,
coating, or impurity deposition [13,18,19].

Group-VI TMDs arrange in a honeycomb lattice structure
with broken inversion symmetry. Owing to this feature, a valley
degree of freedom arises in the form of a pseudospin [20–24]
that describes the two inequivalent but energy-degenerate
band edges at the corners of the hexagonal Brillouin zone, the
so-called K and K′ valleys [22,25]. Manipulation of this new
degree of freedom forms the basis of valleytronics [26]. New
valley-dependent optical selection rules [27] emerge from
the valley magnetic moment, where circularly polarized light
excites electron-hole pairs in a specific valley depending on
its polarization [23,25,28,29]. Noteworthily, recent studies
[21,30,31] have shown that applying a magnetic field normal
to the surface causes opposite energy shifts in the K and
K′ valleys as a consequence of contributions arising from
the valley magnetic moment. This mechanism is described
as a valley Zeeman effect, which enables the control of the

the valley polarization via a static magnetic field plus time
dependent circularly polarized light.

In this paper, we present a first principles study of the
electronic properties of the Fe/WS2 heterostructure. The goal
achieved by adding a magnetic overlayer to a monolayer TMD
is to break time-reversal symmetry, thus mimicking the effect
of the static magnetic field leading to the aforementioned
valley Zeeman effect. Our ab initio calculations reveal that
the system is a half-metallic ferromagnet with a gap of
∼1 eV for the majority spin channel, thus making it attractive
for spintronics and photonics applications. On top of that,
due to the combined effect of time-reversal and inversion
symmetry breaking, the latter being strongly enhanced by the
large spin-orbit coupling (SOC) induced by W, the K and
K′ valleys become nondegenerate. This leads to several re-
markable effects: on one hand, the momentum-dependent spin-
polarization of the valence band becomes highly noncollinear
and furthermore strongly asymmetric in the neighborhood of
the K and K′ high symmetry points. As a second and most
important effect, valley-dependent physics is also present in
the excited-state properties of the system, which we probe after
applying circularly polarized light. Our analysis reveals that
the transitions induced by left and right circularly polarized
light are structured in high-probability hot-spot regions around
the K and K′ points, respectively. Furthermore, the maximum
probability at the two inequivalent valleys differs by nearly
33%, giving rise to a strong valley-selective magnetic circular
dichroism in the absorbed light that should be experimentally
observable at energies around 0.3 eV.

II. COMPUTATIONAL DETAILS

The electronic ground-state calculations were performed
using density functional theory with a plane wave basis as
implemented in the QUANTUM ESPRESSO [32] package. A plane
wave cutoff Ec = 150 Ry was needed to ensure convergence.
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FIG. 1. Crystal structure of Fe/WS2. Panels (a) and (b), respec-
tively, show the side and top views. (c) Primitive two-dimensional
Brillouin zone with high symmetry labels.

Exchange-correlation effects were treated with the PBE-GGA
[33] pseudopotentials. SOC was included in our calculations by
using a fully relativistic norm-conserving pseudopotential [34]
for W. The slab method was used to model the system where a
thick vacuum layer of 30 Å was used to avoid the interactions
between periodic repetitions. The converged ground states
were obtained using a 15 × 15 × 1 Monkhorst-Pack [35] k-
mesh for the self-consistent calculations and a rectangular
k-mesh of 51 × 51 × 1 for the non-self-consistent ones. The
structure has been fully relaxed with a convergence criterion

of 1.0 × 10−4 Ry Å
−1

for the forces acting on each individual
atom and 1.0 × 10−8 Ry for the total energy.

Following the approach of Refs. [36] and [37], the transi-
tion matrix elements induced by an external time-dependent
electric field have been calculated making use of maximally
localized Wannier functions [38,39]. This allowed us to inter-
polate the matrix elements to a dense 1000 × 1000 k-mesh in
the irreducible Brillouin zone at a low computational cost.

III. GROUND-STATE PROPERTIES

Let us begin by analyzing Fig. 1, which shows the crystal
structure of the system consisting of a monolayer of WS2

with an overlayer of Iron. Figures 1(a) and 1(b), respectively,
represent the side and top views of the system, which consists
of a stacking of four layers in a hexagonal honeycomb lattice
structure, where the Fe layer aligns itself on top of W. Our first
principles calculations show that the system is ferromagnetic
with a total magnetic moment of 2.02 μB , in agreement
with previous works [40,41]. Finally, in Fig. 1(a) we display
the primitive Brillouin zone of the system denoting the high
symmetry points labels.

In Fig. 2, we present the calculated band structure
[Fig. 2(a)], density of states (DOS) [Fig. 2(b)], and the
projected DOS (PDOS) [Fig. 2(c)] of Fe/WS2. Let us first
focus on the scalar relativistic band structure (i.e., without
including SOC) represented by the light (red) and dark (blue)
lines in Fig. 2(a), which denote, respectively, spin-up and

spin-down bands. As a first main feature, we note that only
the spin-down bands cross the Fermi level, revealing that
the system is half-metallic and thus attractive for spintronics
[42–47]. This property can be further appreciated in Fig. 2(b),
where the calculated DOS reveals a gap of 1 eV for the majority
spin channel. Furthermore, the calculated PDOS [Fig. 2(c)]
reveals that Iron d states give rise to the major contribution
in the [EF − 0.25, EF + 0.25] eV range, the other being the
contribution of W, which is finite but small. Considering that
the band gap of the bare WS2 monolayer is nearly 2 eV [12], we
conclude that albeit some mixing between the electron states
of W and Fe, the main properties near the Fermi level are
dictated by Iron. Finally, to conclude with the analysis of the
scalar relativistic calculation, we note that the eigenenergies are
symmetric under k → −k transformation, i.e., Enk = En−k.

Next, we consider the effect of SOC in the band structure:
this is illustrated by the dashed black lines of Fig. 2(a), which
correspond to a fully relativistic calculation. Two main effects
can be remarked. The first one is a generalized and k-dependent
shift of the bands with respect to the scalar relativistic calcula-
tion, reaching a maximum of ∼120 meV for the bands near the
K and K′ points at around −0.7 eV [see Fig. 2(a)]. The second
main feature revealed by the figure is that the eigenenergies
are not degenerate at k and −k, i.e., Enk �= En−k, the so-called
valley-Zeeman splitting. This comes as a consequence of the
combined effect of broken time-reversal symmetry induced by
the Fe overlayer and broken inversion symmetry characterized
by a finite SOC [48]. Noteworthily, this gives rise to a singular
feature around the Fermi level, namely the appearance of a hole
pocket near the K point (along �-K) that has no counterpart in
the reversed k-space region near K′ (along �-K′), where the
corresponding band is totally occupied.

We now turn to analyze the k-dependent spin-polarization,
which is defined by

mn(k) =
∫

�∗
nk(r)σ̂�nk(r)d3r, (1)

with n the band index and �nk the spinor Bloch state. The
above quantity is a convenient way of measuring the spin
noncollinearity induced by SOC [49–51]. We will focus our
attention on the two specific bands represented in Fig. 3(a).
These are the conduction (A) and valence (B) bands at K
and K′ points, hence the most interesting ones concerning
valley-related physics. The calculated spin-polarization for
A and B is shown in Figs. 3(b) and 3(c), respectively,
where arrows represent the in-plane components while the
background describes the out-of-plane component. We also
plot, on top of the spin-polarization, the Fermi surfaces
corresponding to each band. Noteworthily, the Fermi surface
of A [Fig. 3(b)] displays two cuts along �-K, which are
induced by the aforementioned hole pocket present in the fully
relativistic band structure [see Fig. 2(a)]. In contrast, there
are no cuts of the Fermi surface along �-K′, revealing a clear
asymmetry between the two regions.

Let us next note that, in absence of SOC, the spin-
polarization of every state would be collinear. In particular,
A and B would be polarized along the spin-down direction
[see scalar relativistic bands in Fig. 2(a)], implying that the
illustration of mn(k) would be a totally blue map with no
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FIG. 2. Calculated electronic structure for Fe/WS2. (a) Calculated Band structure both in the scalar relativistic and fully relativistic cases.
The red and blue lines represent, respectively, the spin-up and spin-down of the scalar relativistic calculation, while the dashed black line
represents the fully relativistic bands. (b) Calculated scalar density of states, where as for the band structure the red and blue lines represent,
respectively, the spin-up and spin-down contributions. (c) Calculated projected density of states for the main contributions near the Fermi level.
The black line represents the electron d states of Fe and the dashed orange line represents the electron d states of W. The rest of channels have
a negligible contribution in this energy range.

in-plane arrows. Therefore, any deviation from the blue back-
ground present in Figs. 3(b) and 3(c) must be attributed to the
effect of SOC. Focusing first on A [Fig. 3(b)], we note that the
nearly circular bright spot structure encircling the � point takes
place at a band crossing where the spin-polarization becomes
ill-defined due to the band-degeneracy, as it can be checked in
Fig. 2(a) along �-K, �-K′, and �-M at ∼ − 0.8 eV. The most
interesting features for our purposes, however, are those close
to the K and K′ points. Our calculations reveal that A is spin-
polarized approximately along the spin-down direction around

both K and K′, with a roughly constant value of m � −0.1h̄ẑ.
In contrast, B [Fig. 3(c)] displays a totally different behavior;
while the spin is almost completely polarized along the spin-
down direction at K with m � −0.5h̄ẑ, the neighborhood of
K′ displays a strong noncollinearity with substantial in-plane
components. Exactly at the K′ point, however, the in-plane
components vanish and the spin is polarized along the spin-up
direction with m � +0.2h̄ẑ. This alternating spin-polarization
structure at K and K′ points has a strong impact on light
absorption, as we analyze in the next paragraphs.

FIG. 3. Momentum-dependent spin-polarization for the conduction and valence bands. (a) Fully relativistic band structure highlighting the
two bands of interest. The thick solid line represents the conduction band labeled A while the thick dashed line represent the valence band
labeled B. The rest of the bands are represented with thin dashed lines with high transparency. (b) Momentum-dependent spin polarization
plotted in the full Brillouin zone. The background color represents the spin polarization along the z direction while the white arrows represent
the in-plane components. The solid and dashed lines represent the calculated Fermi surfaces for A and B, respectively.
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FIG. 4. (a) Schematic representation of left circularly polarized (LCP) and right circularly polarized (RCP) light excitation of Fe/WS2, Ā

represents the vector potential associated with the field. LCP and RCP carry spin angular momentum +h̄ and −h̄, respectively. (b) Calculated
absorption rate associated with the spin-flip transitions, the blue dashed and red solid lines correspond to the absorption of left circularly polarized
(LCP) and right circularly polarized (RCP) light, respectively. Panels (c) and (d) represent the Spin-flip transition probabilities associated with
the conduction band (A) and the valence band (B) for left circularly polarized (LCP) and right circularly polarized (RCP) light, respectively.
The Fermi surface for each band is indicated by solid line for A and a dashed line for B.

IV. TRANSITIONS INDUCED BY CIRCULARLY
POLARIZED LIGHT

In this section, we focus on the electronic transitions
induced by an external time-dependent electric field and occur
between the conduction and the valence bands, as well as the
possibility of observing an associated magnetically dichroic
signal in this material. We note that this type of response
can be experimentally measured by polarization-resolved mag-
netophotoluminescence techniques [30,31]. Working within
first-order perturbation theory, we analyze the transition rate
between A and B due to the absorption of a photon with
frequency ω using Fermi’s golden rule:

γ (α)
mn (ω) = 2π

h̄

∫
(f (εkm) − f (εkn))

∣∣T (α)
mn (k)

∣∣2

× δ(εkn − εkm − h̄ω)
d2k

(2π )2
. (2)

Above, f (Enk) represents the Fermi-Dirac distribution func-
tion, while the integral is evaluated over the entire surface
Brillouin zone. The transition matrix elementsT α

AB (k) are given
by [37,52]

T
(α)
CV (k) = − e

2c
A(α)

0 · 〈�kC | v̂ |�kV 〉 , (3)

with A(α)
0 the vector potential associated with the external

electric field and α its polarization. In this work, we will
focus on right circularly polarized (RCP) and left circularly
polarized (LCP) light described by A(R,L)

0 = A0(î ± i ĵ)/
√

2,
with A0 the bare amplitude. We note that AL

0 and AR
0 carry spin

angular momentum +h̄ and −h̄, respectively [see Fig. 4(a) for
a schematic representation].

The calculation of the matrix elements T (α)
mn (k) involves

gradients in momentum space, which need a special treatment
due to the inherent phase indeterminacy of the Bloch wave
functions [38,53]. To overcome this fundamental obstacle, we
have made used of maximally localized Wannier functions
[54–56], which ensures that the matrix elements entering
Eq. (2) are smooth in k space. Following this procedure [36,37],
we have, furthermore, been able to interpolate the T

(α)
AB (k) into

a high-density k-point grid needed to converge the integral of
Eq. (2).

In Figs. 4(c) and 4(d) we present, respectively, the calculated
transition probability for LCP and RCP light, defined as
P

(α)
AB (k) ≡ |T (α)

AB (k)|2/|A(α)
0 |2 [see Eq. (3)]. The most important

feature revealed by Figs. 4(c) and 4(d) is the high localization
of the transition probability in hot-spot regions around the
K′ and K points, respectively. Interestingly, the emergence
of these hot-spots is closely related to the structure of the
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spin-polarization near the K and K′ points depicted in Figs. 3(b)
and 3(c), as well as with the angular momentum transferred
by the circularly polarized light. On one hand, LCP light
transfers a total of +h̄ angular momentum, hence the induced
transitions are maximal in k-space regions where the spin-
polarization is allowed to increase when excited from A to B:
the K′ point and its surroundings fulfill best this condition,
given that the change in the spin-polarization there is �
+0.3h̄. On the other hand, the reverse situation takes place
for RCP polarized light in the neighborhood of the K point,
where the spin-polarization decreases roughly by � −0.4h̄.
Therefore, our calculations reveal that, when the effect of
SOC is considered fully ab initio, the transition probability
strongly depends on the details of the noncollinear spin-
polarization.

We next note that the magnitude of P α
AB(k) in the hot-spots

of Figs. 4(c) and 4(d) is at least three times larger than
in any other region of the Brillouin zone. Furthermore, the
maximum probability in these regions is inequivalent for LCP
[Fig. 4(c)] and RCP [Fig. 4(d)] light, being � 33% larger
in the case of the former. This turns out to be crucial for
dichroic light absorption, given that the hot-spots lie in regions
where A is occupied while B is unoccupied, as it can be
clearly checked in Figs. 4(c) and 4(d) (see Fermi surface cuts).
In other words, Fermi occupation factors effectively allow
transitions in regions with maximal probability, thus enhancing
the magnitude of light absorption, which is analyzed in the next
paragraph.

A convenient way of measuring the light absorption associ-
ated to the incident light is given by the following expression:

�
(α)
AB(ω) = h̄ω · γ

(α)
AB (ω)

P , (4)

where P = |A(α)
0 |2ω2/8πc is the optical power per unit area

of the incident field. �
(α)
AB(ω) is, therefore, a measure of the

percentage of light absorbed in excitation processes from A

to B. Since excitations allowed by the occupation factors in
the [0, ∼ 3] eV energy range are only those between these
two bands [see Fig. 2(a)], the absorption properties of the
full system as observed in a real experiment should be well
described by �

(α)
AB(ω).

The calculated absorption percentage �α
AB(ω) is illustrated

in Fig. 4(b) for LCP and RCP incident light. It is immediately
apparent from the figure that light is absorbed inequivalently
depending on the polarization and the energy of the incoming
photon. Focusing first on the absorption peak located at
∼0.2 eV, nearly 2% of the incoming light is absorbed when
RCP light is shined, while the percentage decreases by half
in the case of LCP, thus implying a strong dichroic signal
at this energy. The origin of this peak can be attributed to
a band-structure effect located midway along the �-K and
�-K′ high-symmetry lines, where A and B are quasiparallel
and separated by ∼0.2 eV, giving rise to an interband peak at
approximately this energy. At larger energies, Fig. 4(b) shows
the maximum absorption peak of approximately ∼3.25% at
∼0.32 eV for RCP and at ∼0.34 eV for LCP. As it is evidenced
by Fig. 3(a), these energies correspond roughly to the band
gaps at the K and K′ points: therefore, the contribution of

the transition probability hot spots of Figs. 3(a) and 3(b) are
the direct responsible for the maximum light absorption peaks
of Fig. 4(b). Furthermore, we note that the full width at half
maximum of the two peaks varies significantly, LCP being
almost twice as big as RCP. This effect can once again be
traced back to a band structure effect, namely the presence of a
hole pocket for A near high symmetry point K along �-K [see
Fig. 3(a)]: this feature restricts the energy interval at which
transitions take place and, moreover, has a predominant effect
on the absorption of RCP light, as it is clearly visible from the
Fermi surface cuts near the hot spots around K in Fig. 4(b).
In contrast, the absence of such a hole pocket around K′ [see
Figs. 3(a) and 3(b)] explains why LCP light is absorbed in a
wider energy range, thus representing a neat example of how
the combination of broken TR symmetry and strong SOC can
affect to great extent the response properties of TMDs.

V. DISCUSSION AND CONCLUSIONS

Our analysis has quantitatively demonstrated that the valley
Zeeman effect, namely the inequivalent absorption of light
by different valleys due to a magnetic shift, can be achieved
by coating TMDs with a magnetic overlayer such as Iron.
Noteworthily, this procedure would provide a stable platform
for observing and further investigating this effect without
the need of applying strong external magnetic fields as the
ones recently employed in the experiments of Refs. [57] and
[30], while maintaining many of the interesting properties of
TMDs. We note that a similar approach has been adopted in
a very recent breakthrough experiment using a EuS substrate
[58]. In the particular system Fe/WS2 analyzed in this work,
our calculations have demonstrated a half-metallic behavior
with a band gap of 1 eV for the spin majority channel, i.e.,
it maintains the semiconducting nature of WS2 in one spin
channel while it allows metallic charge carriers in the other
one. Furthermore, the strong noncollinear spin-polarization
induced by the large SOC associated to W and its effect on
the dichroic light absorption revealed by our first principles
analysis makes Fe/WS2 an outstanding candidate for fur-
ther experimental and theoretical investigation of the valley
Zeeman effect and its manipulation via circularly polarized
light.
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