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Coupling between vortices and antivortices in a cross-tie wall studied by time-resolved SEMPA
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Using time-resolved scanning electron microscopy with polarization analysis (TR-SEMPA) the dynamics of
magnetic vortices and antivortices in a cross-tie wall is investigated. Under quasistatic external field drive both
quasiparticles oscillate at opposite phase to each other (in analogy to an optical mode). An additional common
motion, which stems from the finite boundary conditions in a patterned FeCoSiB rectangle, is observed (in analogy
to an acoustic mode), leading in total to a stronger field-dependent displacement for the vortices compared to
the antivortices. Both types of magnetic solitons are mutually coupled via the minimization of the total magnetic
energy of the structure. It is shown that the TR-SEMPA results can be explained via coupling in the framework
of micromagnetic simulations and that the coupling constants can be extracted. The motion is composed from
the contributions of the two terminating vortices and a mutual vortex-antivortex coupling along the chain.
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I. INTRODUCTION

Vortices and antivortices are topological objects that are
found in thin films of soft magnetic materials. The stray-field
energy of the nanostructure is reduced by a curling of the
in-plane magnetization around the center of the soliton [1]. In
the center of the curling magnetization, however, the exchange
will create a very large energy contribution that cannot be
balanced by the gain of the stray-field energy. The structure
that gives the minimum of total energy is a continuous tilting
of magnetization out of the plane in a very small area with
radius of a few nanometers, the so-called core [2–6]. Due to
the high stability of these spin configurations under current and
magnetic-field excitations, they can be treated in the framework
of the Thiele model [7] as quasiparticles and can be classified
according to their winding number n = 1

2π

∮ �∇ϕ d�s, where ϕ

is the in-plane magnetization angle. The topological winding
number is n = 1 (−1) for vortices (antivortices) indicating the
different magnetization rotation around the core.

Several studies have been performed on the dynamics of
individual vortices [8–16], which form as the magnetic ground
state in nanostructured disks and rectangles of certain dimen-
sions. On the contrary, investigating the dynamics of individual
antivortices requires more complex nanostructures to stabilize
the antivortex [17,18]. A displacement of the core of individual
(anti-)vortices out of the equilibrium position results in a
distortion of adjacent in-plane domains, increasing stray-field
and exchange energy [15,19–21]. For moderate displacements
this leads to a linear restoring force, i.e., a harmonic confin-
ing potential for the quasiparticles [22]. A similar situation
occurs when two magnetic solitons approach each other. As
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a function of the distance between the solitons, the stray-field
and exchange energies of the in-plane magnetized area change,
which results in a coupling of the quasiparticles. Due to the very
narrow size of the out-of-plane magnetized core regions, the
direct stray-field coupling between the cores can be neglected
at reasonable separations. Hence, the effective coupling is inde-
pendent of core polarity in the quasistatic case. For gyrotropic
motion, however, the polarity determines the sense of core gy-
ration for vortices and antivortices and the dynamical coupling
will be influenced by polarity. Accordingly, the stray-field and
exchange energies of the surrounding in-plane magnetization
configuration are important for the coupling potential. In a
very recent paper, Eggebrecht et al. [23] mapped out the radial
pair-correlation function between vortices and antivortices as
well as between two vortices in a network of metastable vortex-
antivortex configurations in an extended iron film, finding
different behaviors for the different pairs. Coupling between
two vortices in a single nanostructure has been intensively
studied, both theoretically [24–26] and experimentally [27,28].
However, there are no present studies on the coupling between
vortices and antivortices, neither experimentally nor theoreti-
cally. Here, we investigate the coupling in a vortex-antivortex
chain, also known as a cross-tie wall [3], that is confined
in a nanostructure. A first observation of the dynamics in a
comparable system has been published by Miguel et al. [29].

We record the magnetization dynamics via time-resolved
scanning electron microscopy with polarization analysis (TR-
SEMPA) [30]. This technique is based on a scanning electron
microscope with polarization analysis (SEMPA) [31–33] that
detects the spin polarization of secondary electrons via spin-
polarized low-energy electron diffraction using single-electron
counting [34]. The spin polarization of secondary electrons is a
vectorial quantity that is directly related to the local magnetiza-
tion vector at the sample surface. After scattering the electrons
at a W(001) surface, two components of the spin polarization
become accessible as mutual intensity asymmetries of the
four (2,0) beams [32,35,36]. Thus, we are able to image both
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in-plane components of the magnetization simultaneously,
which is advantageous for resolving cross-tie walls as recently
demonstrated by Lofink et al. in a static experiment [37].
Furthermore, SEMPA, with a resolution down to 3 nm [38], has
proven as a successful tool to resolve small magnetic objects
like domain walls between out-of-plane domains [39–41].

The concept of time-resolved SEMPA makes use of the
fact that the spin detector in SEMPA works in single-electron
counting mode. Each secondary electron diffracted into one
of the four (2,0) low-energy electron diffraction beams is
amplified by a multichannel-plate assembly into a voltage
pulse that can be electronically processed. In static SEMPA
only the time-integrated count rate of the four channels is used
to determine the local magnetization. Assuming fixed transit
times for all electrons through the detector, the arrival time of
each pulse in addition carries the information on the magnetic
state a fixed time difference earlier. Thus, by recording the
arrival time (phase) of each voltage pulse with respect to
a periodic external drive, the whole asymmetry dataset can
be sliced into fixed time intervals, yielding a movie of the
time-resolved magnetization. In contrast to state-of-the-art
stroboscopic approaches such as scanning transmission x-ray
[42] or Lorentz microscopy [43], the primary electron beam is
continuously on in TR-SEMPA and only the ex situ detection
scheme is modified. In this way, a temporal resolution of
700 ps was demonstrated with our setup by Frömter et al.
in 2016 [30].

II. EXPERIMENT

The sample consists of 40-nm-thick squares and rectangles
structured from a sputtered Fe70Co8Si12B10 film on top of a
gold microstrip (6.4-µm width; sputtered 60-nm gold on 24-nm
chromium seed layer) on a sapphire substrate. The amorphous
FeCoSiB film, while having a low magnetic anisotropy as
Permalloy, shows a much stronger image contrast in SEMPA,
which is due to the higher spin polarization of iron compared to
nickel in the valence band [36]. Further details about the sample
preparation can be found elsewhere [30]. An SEM micrograph
of the whole strip is shown in the topmost panel of Fig. 1.
Below, the in-plane components of the magnetization along
the y and x directions are displayed. All magnetic rectangles
are either in the diamond state, containing 2 vortices, or in
a cross-tie state, containing 2 + x vortices and x antivortices
with x = 3,4 (Fig. 1). We focused on a magnetic structure
containing five vortices separated by four antivortices. This
structure is framed with a dashed line and a zoom shown on
the bottom-right side of Fig. 1. The vortices and antivortices are
confined in a 1.5-μm×3.8-μm×40-nm FeCoSiB structure. In
the lower-left part of Fig. 1, the sample geometry is sketched.
The sketch shows the direction of the applied ac current through
the microstrip, which generates an Oersted field along the y

direction to drive the magnetization of the FeCoSiB structures.
The time-dependent displacements of the (anti-)vortices along
the x direction are plotted in Fig. 2(a). Individual (anti-)vortex
positions have been fitted in eight TR-SEMPA images at
different delays. One of the eight images is shown in Fig. 2(b).
While the vortices (red squares and circles) exhibit a clear
oscillation, the antivortices (blue diamonds and triangles) show
a much smaller amplitude, but with identical phase. In addition

FIG. 1. Sample geometry and magnetic state of the FeCoSiB
rectangles on a Au/Cr microstrip. The topography and magnetization
of several individual rectangles are shown. The micrographs of the
marked structure (both components of the in-plane magnetization and
an SEM image) are displayed on the bottom-right side. As visible
in the vertical magnetization component, four cross-tie develop in
the structure. A schematic of the sample geometry is shown on
the lower-left side. An electrical current in the positive x direction
(technical) results in a magnetic field pointing in the negative y

direction above the microstrip.

to a common oscillation of all solitons (analog to an acoustic
mode), the different quasiparticles oscillate at opposite phase
to each other (analog to an optical mode) so that the remaining
antivortex motion is small.

Exciting the nanostructure close to resonance (via simula-
tion we estimate for the anticyclic gyration with synchronous
y motion for vortices and antivortices a resonance frequency
around 130 MHz), gyration terms will become important,
which makes a disentanglement between gyration, damping,
and coupling effects necessary [44]. To avoid this complexity,
the measurement is performed under quasistatic excitation, as
the excitation frequency of 1 MHz is small compared to the
resonance frequency. Thus, we can assume that the magneti-
zation is in a quasiequilibrium state (field dependent) and that
the intrinsic time evolution of the magnetization plays no role.
This is consistent with the absence of gyration, as we observe
no time-dependent y position of either vortices or antivortices.
The (anti-)vortex displacement depends solely on the strength
of the driving magnetic field. The plot in Fig. 2(c) gives the
linear relation of quasiparticle displacement and magnetic-
field strength. The strength of the magnetic field has been
calculated from the current in the microstrip [45]. The phase of
the magnetic response and the field are assumed to be identical
as the dynamics are quasistatic. To verify phase and amplitude
of the driving field the vortex displacement in a neighboring
FeCoSiB square (3.6 μm×3.6 μm×40 nm), which contains
a Landau state [SEMPA image shown as inset in Fig. 2(d)]
is recorded. As the distance between the rectangular structure
and the square is about 10 μm (see Fig. 1) a theoretical phase
shift of 50 fs has to be expected, which is nonresolvable in our
experiment. Micromagnetic simulations allow one to model the
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FIG. 2. Coupled vortex-antivortex oscillation, imaged with TR-SEMPA. Panel (b) shows one 125-ns-long snapshot of the vertical
magnetization component from a TR-SEMPA movie of the microstructure shown in Fig. 1. From line profiles the (anti-)vortex displacement
in the x direction as a function of time is obtained in panel (a). As no (anti-)vortex shift in the y direction could be detected, the excitation
frequency is far below the resonance frequency and the solitons follow the magnetic excitation quasistatically. Panel (d) displays the magnetic
field as a function of time, calculated from the measured microstrip peak-current amplitude of 15 mA (black curve). In the inset, the SEMPA
micrograph of a FeCoSiB square in the Landau state is shown that has been measured in parallel. Comparing the observed vortex displacement
in this structure with simulations confirms the calculated magnetic field strength (pink points and curve). Panel (c) combines the information
from panels (a) (soliton displacement) and (d) (magnetic field). Both types of solitons follow a linear behavior with different but negative slopes
under the external field.

observed vortex oscillation in the Landau pattern, which yields
an independent determination of the magnetic field. The latter
values are plotted as pink circles in Fig. 2(d). The pink and
black curves roughly indicate the same magnitude for the driv-
ing magnetic field. The difference is probably due to slight de-
viations of the geometry and material parameters entering the
simulation (thickness 40 nm; exchange stiffness 20 pJ/m [46];
saturation magnetization 1200 kA/m [47]). For this reason, we
use the black curve as measure of the magnetic field in Fig. 2(c).

In the following, we will discuss the (anti-)vortex displace-
ments shown in Fig. 2(c). Both vortices and antivortices show
a linear dependence on the driving magnetic field. Although
they move in the same direction, they have different slopes. The
low driving frequency ensures that dynamic effects (gyration,

damping) can be neglected and that the quasiequilibrium state
(field dependent) of the microstructure is observed. Especially
the influence of pinning as a damping mechanism, which is
a localized, nonlinear behavior, can be ruled out because of
the excellent linearity of (anti-)vortex displacement on field.
For these reasons, the different slopes cannot be explained
as an effect of damping affecting both types of quasiparticles
differently, and we conclude that another effect is responsible
for this behavior. A qualitatively similar observation was made
on a different microstructure of the same sample containing
only three instead of four antivortices. Such a behavior has
been previously reported in an x-ray photoelectron emission
microscope investigation with pulsed excitation on Permalloy
microstructures of different dimensions [29]. The authors
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FIG. 3. Simulated equilibrium states of the cross-tie microstruc-
ture under the action of an external field of 0 and 5 mT. The magne-
tization is color coded with respect to the color wheel at the bottom
right. A magnified image of the marked area is shown on the right
side, where arrows indicate the direction of magnetization.

state that “the antivortices seem to be insensitive to the
magnetic pulse.” As previously pointed out we are able to
exclude any effect of gyration or damping from the different
configurations due to the quasistatic excitation. In the field-
dependent equilibrium state there is a balance between a
deflecting force (from the Zeeman energy) and a restoring force
(from the discussed coupling potential). We will therefore,
in the following, investigate this balance with micromagnetic
simulations and compare the results with our experiment.

III. SIMULATION

Micromagnetic simulations are performed using MICRO-
MAGNUM [48] with a cell size of 5×5×40 nm3 to understand
the experimentally observed quasiparticle displacement. While
anisotropies are neglected, an exchange stiffness of 20 pJ/m
and a saturation magnetization of 1200 kA/m [47] are used to
describe the (anti-)vortex displacement under the action of an
external field. Simulated equilibrium states of the microstruc-
ture in an external field of 0 and 5 mT are shown in Fig. 3. The
magnetization is color coded according to the color wheel in
the bottom-right side (blue: magnetization points down, red:
magnetization points to the right, etc.). An oppositely oriented
displacement of both types of quasiparticles is expected, as
the Zeeman energy prefers an alignment of the magnetization
parallel to the external field and domains oriented parallel
to the field (yellow) should grow, while domains oriented
antiparallel (blue) should shrink. The exchange- and stray-field
energies create a coupling potential, which counteracts these
growths and shrinks and yields a field-dependent equilibrium
distance of both solitons. One expects an oppositely directed
displacement of antivortices and vortices. The field in the
+y-direction will drive the vortex to the left (−x direction)
and the antivortex to the right (+x direction). However, the
closure domains between microstructure border and vortex are
much larger than the domains between vortex and antivortex.
These domains lead under the action of an external field
(+y direction) to a shift of the whole vortex-antivortex-chain
to the left (−x direction). It is reasonable that both effects add
up to the net (anti-)vortex displacement seen in Fig. 2(c).

Figure 4(a) shows the positions of both kinds of quasipar-
ticles as a function of the external field (vortices red marks,

FIG. 4. Simulation of coupled vortex-antivortex oscillation.
Panel (a) compares simulation results and experimentally obtained
(anti-)vortex displacement for the rectangular FeCoSiB structure.
A further outcome is that the observed oscillation of both solitons
can be decomposed in a relative vortex-antivortex-oscillation with
periodic boundary conditions (b) and a common-mode contribu-
tion from the absolute vortex displacement in a close-to-square
rectangle (c).
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antivortices blue). The simulated structure is shown in the
inset and color coded with respect to the color wheel on
the bottom left of Fig. 4. As observed in the experiment,
both vortices and antivortices move in the same direction but
with different slopes. The shaded areas in the background
indicate the range of experimental data from Fig. 2(c). Small
deviations from the experiment can be ascribed to deviations
in the parameters used for simulation. Simulation as well as
experiment gives larger displacements for the vortices com-
pared to the antivortices. Therefore, the distance between both
varies, which addresses the coupling between the quasiparti-
cles. This oppositely directed displacement is superimposed
onto a common displacement of all quasiparticles. Simula-
tions show that both contributions can be decomposed into
a vortex-antivortex chain with periodic boundary conditions,
as shown in Fig. 4(b), and into a single vortex in a rectangular
microstructure, as shown in Fig. 4(c). Using periodic boundary
conditions [49], the relative displacement of an antivortex
with respect to a vortex is analyzed in Fig. 4(b), which is
named an infinite chain (pink circles). The period was chosen
to match the width of the cross-ties from the structure in
Fig. 4(a) resulting in a quasi-infinite repetition of the cross-tie
structure. In contrast, the finite chain (green circles) shows the
difference coordinate (antivortex minus vortex) from Fig. 4(a).
Both curves stand in excellent agreement, indicating that the
periodic antivortex-vortex chain is able to describe the relative
displacement between vortices and antivortices quite well [50].
The boundary conditions can be represented by a rectangular
microstructure as shown in Fig. 4(c). The dimensions of this
rectangle are defined by the microstructure in Fig. 4(a), after
cutting the four cross-ties in the center away and joining both
end domains. The resulting structure is nearly a square. The
red circles in Fig. 4(c) indicate the vortex core displacement
in this rectangle. The simulated curve stands in excellent
agreement with the vortex core positions from Fig. 4(a),
which verifies that the vortex position in Fig. 4(a) is defined
solely by the boundary domains of the microstructure. As the
distance between vortices and antivortices is fixed by coupling
potential and Zeeman energy, the position of the antivortices
is then defined relative to the vortex position. The shadowed
curve shows again the experimental vortex displacement from
Fig. 2(c).

Thus, the oppositely phased displacement of the antivortices
to the vortex can be reduced to a vortex-antivortex combination
with periodic boundary conditions, as shown in the inset
of Fig. 4(b). This insulated relative or oppositely phased
displacement reflects the coupling between both quasiparticles.
Figure 5 displays the exchange (green), stray-field (blue), and
Zeeman energy (red) for the single periodic structure in an ex-
ternal field, as obtained from simulation. In an external field the
microstructure decreases its energy by displacing the quasipar-
ticles relative to each other. This results in a net magnetic mo-
ment that reduces the Zeeman energy and therefore the total en-
ergy. This effect is counterbalanced by an increase of stray-field
energy, leading to a well-defined equilibrium distance between
both particles, as shown in Fig. 4(b). The increase of stray-field
energy originates from magnetic charges that arise due to the
deformation of the intermediate domains between vortices and
antivortices. This results in a linear restoring force which is in
analogy to a harmonic oscillator. The total energy (sum of

FIG. 5. Simulated energy contributions in a periodic vortex-
antivortex-chain. The stray field (blue), exchange (green), and Zee-
man (red) energy are plotted as a function of the external magnetic
field (top axis) and a relative vortex-antivortex difference coordinate
(bottom axis).

Zeeman, stray-field, and exchange energies) can therefore be
written as

E = κst + κex

2
· �x2 + DZ · �x · μ0H,

where κst and κex are the force constants due to the stray-
field and the exchange energy, respectively, and DZ de-
notes the strength of the Zeeman energy. A fit yields κst =
(6.73 ± 0.01)×10−3 J

m2 , κex = −(0.55 ± 0.01)×10−3 J
m2 , and

DZ = −(7.79 ± 0.01)×10−8 J
T m,

. The total spring constant,
mainly due to the stray-field energy, is only slightly low-
ered by the exchange energy. Furthermore, the excellent
agreement between finite and infinite vortex-antivortex chain
in Fig. 4(b) shows that only next-neighbor coupling be-
tween vortices and antivortices must be considered. The
deviations from this ansatz are visible in Fig. 4(a), as the
individual (anti-)vortices have slightly different amplitudes
due to a different number of neighbors. As this effect is
small, it is beyond visibility in the experiment and sup-
ports the claim that only next-neighbor coupling has to be
accounted for.

IV. CONCLUSION

The coupling between vortices and antivortices in FeCoSiB
microstructures was studied experimentally by TR-SEMPA.
In a vortex-antivortex chain, the quasiparticles oscillate at
opposite phase to each other (in analogy to an optical mode)
under external field drive. An additional common motion
occurs (in analogy to an acoustic mode), leading in total
to a stronger field-dependent displacement for the vortices
compared to the antivortices. Micromagnetic simulations are
in excellent agreement with the experimental findings and
show that common and relative displacements can be described
by two reduced microstructures. The boundary condition is
described by a rectangular microstructure containing only one
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vortex and defines the position of the vortices in the finite chain.
The relative displacement between vortices and antivortices
can be reproduced in an infinite, periodic vortex-antivortex
chain, where the antivortices are solely coupled to the vortex
positions.
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