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An alternating current (ac) magnetic field or spin current can reduce the switching field of a ferromagnet through
resonance excitation of a large-angle precession of magnetization. The nonlinear magnetization dynamics of this
switching scheme completely differ from the general ferromagnetic resonance phenomenon, which is linearly
excited by a small ac magnetic field. To understand these dynamics, it is necessary to evaluate the effective potential
barrier height for switching, �U eff . However, most previous studies have measured the consequent precession
angle in the nonlinear dynamics by magneto-optical methods and/or by applying a magneto-resistive effect.
Here, we applied the cooperative switching method, which evaluates the �U eff of the nonlinear dynamics under a
sub-ns-wide magnetic field impulse, and observed a nontrivial reduction of �U eff in a submicron-wide NiFe strip.
The strong reduction of �U eff under a negative magnetic field was caused by a saddle-node bifurcation in the
nonlinear dynamics. In a micromagnetics simulation, we also confirmed that the magnetization is nonuniformly
excited at the shallowest �U eff .

DOI: 10.1103/PhysRevB.97.014435

I. INTRODUCTION

Under a strong alternating current (ac) magnetic field Hac or
a spin current, the magnetization dynamics of a ferromagnet
are excited in a nonlinear manner. A recent numerical study
suggests that strongly excited magnetization dynamics show
a variety of nonlinear and chaotic phenomena [1]. Such
nonlinear excitation promises to reduce the switching fields of
ferromagnets with ultrastrong magnetic anisotropy energies.
Since frequency-dependent reduction of the switching field
was experimentally demonstrated in a single-crystalline Co
nanoparticle [2], microwave-assisted magnetization switching
(MAS) has been widely investigated in microfabricated fer-
romagnetic thin films with in-plane [3–7] and perpendicular
magnetic anisotropy [8–18]. In microwave-assisted magnetic
recording (MAMR), a spin-torque oscillator is embedded in
the writing head of a hard disk drive [19–21]. The oscillator
generates an ac magnetic field that reduces the amplitude of
the recording field.

Most of the experimental MAS studies have investigated
the reduction of the critical switching field under Hac with
varying amplitudes and frequencies. When the ac magnetic
field is orthogonally applied to the magnetization precession
axis in the laboratory frame, it induces an inertial direct current
(dc) magnetic field in a rotating frame that opposes the initial
magnetization direction. Moreover, as the amplitude of the
negatively applied inertial magnetic field is proportional to
both the amplitude and frequency of Hac, the switching field
is reduced. However, a simple analysis using a macrospin
model also predicts that an additional torque acts on the
magnetization and suppresses the precession angle [22,23].
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The amplitude of the torque increases with the frequency of
Hac and it leads to an increment of the switching field above
a critical frequency. Indeed, the critical behavior predicted
by the simple macrospin model can explain the observed
nonlinear magnetization dynamics in MAS experiments of
small magnetic particles. On the other hand, when the lateral
size and thickness of the ferromagnetic body are larger than the
exchange length [24] (given by lex = √

A/(2πM2
s ), where A is

the exchange constant and Ms is the saturation magnetization),
the critical condition for magnetization switching depends on
nonuniformly excited magnetization precession, such as spin
waves [8]. Under these conditions, the macrospin model no
longer captures the amplitude and frequency threshold behav-
iors in MAS experiments. In magnetic recording research,
an exchange-coupled composite (ECC) medium [25–30]
promises to increase the areal recording density while ensuring
sufficient thermal stability and decreasing the recording field.
The ECC medium constitutes two or more ferromagnetic
thin films with different perpendicular anisotropies stacked
along the thickness direction. To realize MAMR in a synthetic
ECC medium, one should understand the influences of the
nonuniform excitation.

The existence condition of the metastable switching states
below the critical Hac are especially important, because it
prevents deterministic MAS. The switching scheme in MAS is
largely governed by nonlinear effects such as complicated bi-
furcation in the switching phase diagram [31–34], nonuniform
excitation caused by magnon scattering, and saturation of the
precession angle [35–38]. Bertotti et al. studied the bifurcation
[31–33] in the switching phase diagram as a function of orthog-
onal Hac amplitude, fixing the Hac frequency and applying a
negative static field Hdc. They analyzed the stability of fixed
points by a linearizing technique [39] and clarified the condi-
tions under which bifurcations appear between the switching
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phases, which consist of different numbers of fixed points, sad-
dle points, and limit cycles. They identified the critical Hac in
MAS as the intersection of two bifurcations, namely, a saddle-
node bifurcation and Andronov-Hopf bifurcation. However,
this analytical technique for studying nonlinear MAS dynamics
is applicable only to systems that obey the macrospin model. In
practical systems such as ECC media (whose dynamics cannot
be fully described by the macrospin model), we must explore
the conditions that induce bifurcations and the corresponding
metastable states of the magnetization dynamics. Most of the
conventional MAS studies have focused on the conditions of
successful deterministic switching under an applied Hac, which
is unsuitable for exploring the bifurcations and metastable
states of nonlinear magnetization dynamics. Moreover, to
distinguish whether the nonlinearly excited magnetization
precession aids or suppresses MAS, we should quantify the
effective potential barrier height �U eff . However, whereas the
amplitude of the magnetization precession angle can be mea-
sured by its magneto-optical or magnetoresistance effect, few
experimental techniques are available for measuring the �U eff .

Recently, we developed a cooperative switching (CS)
method [40] for measuring �U eff and demonstrated the os-
cillatory variation of �U eff during transient magnetization
precession in NiFe strips excited by a strong Hac [41]. Applying
the CS method, we here demonstrate a nontrivial variation
of �U eff for magnetization switching in sub-μm-wide fer-
romagnetic NiFe strips. The CS method semiquantitatively
measures the �U eff at a given point in the nonequilibrium
state of magnetization precession using a sub-ns-wide orthog-
onal field impulse. Comparing the experimental results and
micromagnetic calculations, we attributed the �U eff changes
under a negative Hdc to a saddle-node bifurcation, as predicted
by the macrospin model. At the uniform growth stage of the
precession, the saddle-node bifurcation appeared, although af-
ter sufficient growth nonlinear magnon scattering subsequently
occurred and formed standing spin waves.

The remainder of this paper is organized as follows. Section
II briefly analyzes the nonlinear dynamics under a strong Hac

in the macrospin model. This analysis highlights the switching
phases and the bifurcations remarked on in the paper. The
experimental setup of the CS method and the principle of eval-
uating �U eff by CS are described in Sec. III. The experimental
�U eff results of the metastable MAS states are given in Sec. IV.
Section V describes the numerical simulation results of CS and
discusses the nonlinear dynamics of MAS below the critical
amplitude of Hac by comparing the experimental and numerical
results. The paper concludes with Sec. VI.

II. ANALYTICAL STUDY ON NONLINEAR DYNAMICS
IN MAS

This section briefly introduces the nonlinear dynamics of
MAS, which were theoretically analyzed by Bertotti et al. The
magnetization dynamics are governed by the Landau-Lifshitz-
Gilbert (LLG) equation in normalized form:

dm
dt

= −m × heff + αm × dm
dt

, (1)

where m is the unit vector of local magnetization and α is
the Gilbert damping coefficient. heff is the reduced effective

field consisting of hac = Hac/Ms , hdc = Hdc/Ms , and a uni-
axial anisotropy field huni. Here time is measured in units
of γMs where γ is the gyromagnetic ratio. The nonlinear
magnetization dynamics induced by Hac can be simplified in a
rotating reference frame synchronized with Hac. In the rotating
coordinate system, Eq. (1) becomes

dm
dt

= −m × [heff − ω + αm × ω] + αm × dm
dt

. (2)

In the rotating frame, an additional inertial magnetic field
ω appears and hdc, hac, huni, and −ω are all static. As
shown in Eq. (2), the magnetic torques are always orthogonal
to m and the amplitude of the magnetization vector m is
temporally invariant. Consequently, the temporal evolution
of the magnetization vector is restricted to the surface of a
unit sphere and its dynamics can be expressed in (θ , φ) polar
coordinates by substituting m =(sinθcosφ, −sinθsinφ, cosθ ).
Finally, the LLG equation can be expressed as follows:

dθ

dt
− α sin θ

dφ

dt
= hac sin φ − αω sin θ, (3)

α
dθ

dt
+ sin θ

dφ

dt
= hac cos φ cos θ − (hdc

−ω + huni cos θ ) sin θ. (4)

Although the dynamical system represented by Eqs. (3) and
(4) is highly nonlinear and too complex to solve analytically,
stationary solutions (θ0, φ0) can be obtained by setting the
time derivative terms to zero. These stationary solutions can be
categorized based on their stability against perturbations. Here,
we represent a perturbation by the infinitesimal displacement
(�θ , �φ) and substitute (θ , φ) in Eqs. (3) and (4) by the
perturbed coordinate (θ0 + �θ ,φ0 + �φ). Then, the linearized
equation for the displacement can be obtained as

d

dt

[
�θ

�φ

]
= A0

[
�θ

�φ

]
, (5)

A0 = 1

1 + α2

[
1 −α

α 1

][ −αω cos θ0 ν0

ν0 − huni sin2 θ0 −αω cos θ0

]

(6)

with

ν0 = αω cos φ0. (7)

It is particularly known that a linearized equation with two
valuables, such as d

dt
x′ = A′x′, has a supercomposed solution,

x′(t) = c1e
λ1tv1 + c2e

λ2tv2, where A′ is a 2 × 2 real matrix,
x′ is two-dimensional vector field, λ1(2) is the eigenvalue for
eigenvector v1(2), respectively. The eigenvalue of Eq. (5) is
given by

λ1(2) = trA0 ±
√

(trA0)2 − 4detA0

2
. (8)

The combination of the signs of λ1 and λ2 determines the stabil-
ity of the corresponding fixed points (θ0, φ0). The fixed points
are saddle points when detA0 < 0 and node (or focus) points
when detA0 > 0. A node or focus is stable if trA0 > 0 and
unstable if trA0 < 0. The expressions trA0 = 0 and detA0 = 0
define the boundaries of the dynamical states defined by the
number and stability of the fixed points.
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FIG. 1. (a) Schematic of the phase diagram reported by Bertotti
et al. [32]. The lines of trA0 = 0 and detA0 = 0 correspond to the
saddle-node and the Andronov-Hopf bifurcation, respectively. The
labels s, u, and d denote the existence regions of stable, unstable, and
saddle-type fixed points. The fixed points number 2 or 4. The bars
above the labels indicate the initial state. (b) Cylindrical coordinate θ

of the fixed points calculated along the dashed line in (a). Although
four fixed points exist in the (s|rsd|s̄) region, two of them disappear
across the detA0 line.

Figure 1(a) shows the phase diagram of MAS plotted in
the control plane (hac,hdc). This phase diagram was given by
Bertotti et al. [32], for a system with uniaxial anisotropy subject
to a circularly polarized microwave field. The characters s, u,
and d in Fig. 1(a) denote the existence of stable, unstable,
and saddle-type fixed points in the phase portrait, respectively.
Besides the fixed points, the phase space admits self-oscillatory
steady states called limit cycles, which frequently appear in
nonlinear systems. In Fig. 1(a), the character r denotes a
repelling limit cycle. The other type of limit cycle (i.e., the
attracting cycle) plays an important role in realizing mag-
netization auto-oscillations in a spin-torque oscillator, which
generates a circularly polarized magnetic field in MAMR.
However, to obtain deterministic MAS, the limit cycle should
be eliminated from the phase portrait.

To quantitatively understand the bifurcation, we calculated
the change in the precession angle θ along the pathway
indicated by the thick broken line in Fig. 1(a). Figure 1(b)

shows the stationary solutions of θ obtained by solving Eqs. (3)
and (4) with dθ/dt = dφ/dt = 0. Two stable fixed points (θ1

and θ3) and a stable saddle point (θ2) appear when hdc/huni is
less than 0.73, but only θ3 remains when hdc/huni exceeds 0.73.
Another stable fixed point appears in the southern hemisphere
(i.e., θ > π

2 ) of the phase portrait. Suppose that a magne-
tization vector initially oriented at θ = 0 is simultaneously
subjected to hac/huni = 0.01 and hdc/huni < 0.73. In this
case, the precession angle is relaxed at θ1, the nearest fixed
point from the initial direction. As hdc/huni increases, a pair
annihilation of s and d (i.e., θ1 and θ2) becomes evident
at hdc/huni = 0.73 [Fig. 1(b)]. Qualitatively, this change is
categorized as a saddle-node bifurcation. Consequent to the
saddle-node bifurcation, the precession angle rapidly increases
from θ1 to θ3 at hdc/huni = 0.73. Therefore, the saddle-node
bifurcation should manifest as a rapid change in the precession
angle or a corresponding decrease of �U eff in the switching
phase diagram of MAS. In our experiments, we apply this
principle to explore the saddle-node bifurcation in NiFe strips
with lateral size above the applicable range of the macrospin
approximation.

In the case of NiFe strip studied in our experiment, the
anisotropy field in heff is not associated with the cubic
anisotropy but the shape anisotropy of the strip which leads to
an asymmetry precession of magnetization. In other words, al-
though the above analytical discussion is helpful to understand
the principle of our experiment for exploring the saddle-node
bifurcation, the analytical study given above is simple enough
to completely describe the switching phase diagram of the NiFe
strip.

III. EXPERIMENTAL METHOD

In Sec. III A, we briefly introduce the principle of the CS
method for evaluating the instantaneous �U eff after applying
Hdc and Hac simultaneously. Section III B presents the sample
configuration and experimental setup.

A. Cooperative switching method

This section develops the principle of the CS method and
demonstrates it on a ferromagnet with uniaxial anisotropy.
Figure 2(a) illustrates the precession of magnetization excited
by Hac in the experimental coordinate system, where Hdc is
held constant. Figure 2(b) plots the potential energy of the fer-
romagnet as a function of polar angle θ under negative Hdc. The
Hdc resolves the Zeeman splitting degeneracy; subsequently,
the initial state with θ = 0 becomes metastable. When the fre-
quency of the Hac (which excites the ferromagnet) reaches the
ferromagnetic resonance (FMR) frequency fFMR, the �U eff

reduces [dashed orbit in Fig. 2(b)]. The magnetization reverses
only when �U eff becomes zero, implying that magnetization
switching is prohibited when �U eff remains finite. This situa-
tion is depicted in the (s|r|s̄) region of Fig. 1(a). Conventional
studies of MAS evaluate only whether magnetization switching
occurs under the Hac field, which is unlikely to reveal the
shallow magnetic potential in the metastable state.

The CS method evaluates the �U eff under simultaneous
applications of Hac, Hdc and a 100-ps-wide field impulse
Hpulse. It should be noted that the Hpulse in the CS method
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FIG. 2. Principle of the CS method. (a) Magnetization precession
under the application of Hac (|| y axis) and Hdc (|| x axis). θ

denotes the angle between the magnetization and its favored axis.
(b) Potential barrier under Hdc and Hac. The initial state (θ = 0)
becomes metastable, but the magnetization switching is disturbed by
the finite potential barrier �U eff . τa and τb are the torques imparted by
Hpulse when the magnetization vector is A and B in (a), respectively.
(c) Hy components of Hac (red) and Hpulse (blue). The application
timing of Hpulse relative to Hac is controllable. (d) Simplistic picture
of the switching field vs application timing of Hpulse. At the best timing
of Hpulse [namely, at the timing of A in (a) or (b)], the switching field
decreases.

is ten times shorter than the relaxation time of magnetization,
which is approximated by 1/αω. The LLG equation [Eq. (1)]
describes two kinds of magnetic torques with different tem-
poral variations: a precessional motion torque with sub-ns
variation and a damping torque that varies over a few nanosec-
onds. Thus, the short Hpulse applied in the CS method does not
change the magnitude of the potential energy, but modulates the
potential-energy profile in the phase space. Consequently, the
trajectory of the magnetization precession is asymmetric about
the z axis (the original precession axis), and the �U eff changes
over time. When the amplitude of Hpulse exceeds a threshold
amplitude (which is proportional to the original �U eff just
before applying Hpulse), magnetization switching occurs. For
this reason, the Hpulse can be used to evaluate �U eff in the
metastable state of the phase diagram in Fig. 1. The phase
difference between Hac and Hpulse is also significant in the
CS method, because the magnetization precession and Hac

vary over the same time scale (GHz). Suppose that Hpulse is
applied along the −y direction in Fig. 2(a). Figure 2(c) shows
the temporal development of the y components of Hac and
Hpulse. Figure 2(d) shows the switching field as a function
of Hpulse application timing, which can be tuned in the CS
method. When the magnetization directs toward A in Fig. 2(a),
the magnetic torque induced by Hpulse increases θ [Fig. 2(b)].
Consequently, the Hpulse application decreases the switching
field [see Fig. 2(d)]. On the contrary, when the magnetization
directs toward B in Fig. 2(a), the magnetic torque induced by
Hpulse suppresses θ [Fig. 2(b)]. In this case, the Hpulse exerts

FIG. 3. (a) Setup of the cooperative switching experiment and a
photomicrograph of our sample. The rf-signal generator generates a
microwave impulse, and the pulse generator generates a 100-ps-wide
pulsed current. Both currents are combined by the power combiner.
The combined current is then divided by a power divider. As the
combined current is applied to the coplanar waveguide (CPW), its
divided wave forms are observed on an oscilloscope. The vector
network analyzer (VNA) measures the ferromagnetic resonance
spectra. (b) Enlarged view of the sample, showing its dimensions.
The CPW and the NiFe strip are separated by a SiO2 insulating layer.

no effect on the switching field. Consequently, as schematized
in Fig. 2(d), the switching field in the CS method periodically
responds to the timing of the Hpulse application. Unfortunately,
the relative timing of the Hpulse application is disturbed by tim-
ing jitter (±50 ps) in the microwave synthesizer generating the
Hpulse. However, by averaging the switching fields of multiple
CS measurements under a given experimental condition, we
can evaluate the instantaneous value of �U eff .

B. Experimental setup

Figures 3(a) and 3(b) show the overall experimental setup of
the CS and the sample dimensions. All samples were fabricated
by electron-beam lithography, Ar+ sputtering and electron-
beam evaporation. A NiFe strip of thickness 35 nm, width
200 nm, and length 4 μm was deposited on a Si substrate. Next,
a 100-nm-thick insulating SiO2 and a coplanar waveguide
(CPW) composed of Au (120 nm)/Ti (5 nm) were deposited.
The signal line of the CPW was 1.5 μm wide and 10 μm long
and was spaced 1.5 μm from the ground plane. A 25-ns-wide
microwave impulse and a 100-ps-wide rectangular impulse
were supplied by a signal generator (Anritsu MG3694B) and a
pulse generator (Picosecond PSPL 10060), respectively. These
signals were combined by a power combiner and applied to
the CPW. The combined signal provided the in-plane Hac

and Hpulse applications along the width of the NiFe strip.
Note that the phase difference between Hac and Hpulse can
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be observed on an oscilloscope. The external magnetic field
Hdc was always applied along the x axis. The CPW was
also connected to a vector network analyzer (VNA: Agilent
E8363C) via a broadband directional coupler [Fig. 3(a)]. A
frequency-domain FMR spectrum of the NiFe strip can be
obtained by measuring the microwave reflection coefficient,
S11, as a function of microwave frequency.

To demonstrate the CS, the NiFe strip was first magnetically
saturated in the −x direction by setting Hdc = −1 kOe.
Second, a positive magnetic field Hdc with weaker amplitude
than the coercive field was applied. To verify whether Hac

and Hpulse assisted the magnetization reversal, the combined
microwave signal was applied to the CPW at the Hdc. After
terminating the microwave signal, the fFMR of the NiFe strips
was measured by VNA ferromagnetic resonance spectroscopy.
This measurement sequence was repeated while increasing
Hdc to 360 Oe at +4 Oe intervals. The switching field of the
NiFe strip manifested as discontinuous increases in fFMR. The
estimation of a switching field from fFMR behavior is described
in [4].

IV. EXPERIMENTAL RESULTS

This section presents the results of three experiments. Ex-
periment (A) determines the magnetic and FMR properties of
the NiFe strips, experiment (B) is an ordinary MAS experiment
without the Hpulse application, and experiment (C) is the CS
experiment applying both Hac and Hpulse.

A. FMR properties

Magnetization switching was detected from the change in
fFMR. The inset of Fig. 4 shows the frequency dependence of
the S11 parameter measured at Hdc = 240 Oe. The microwave
absorbed by the FMR is clearly observed at 7.3 GHz. The value
of fFMR is defined as the absorption dip. Figure 4 plots the fFMR

as a function of the external fieldHdc.fFMR gradually decreased
with increasing Hdc until Hdc reached 328 Oe. Note that fFMR

suddenly increased from 6.2 to 9.2 GHz at Hdc = 332 Oe and
then monotonously increased with further increase of Hdc. The
discontinuity in fFMR is attributed to reversal of the relative
orientation of the magnetization from antiparallel to parallel
with respect to Hdc. Thus, the Hdc at which fFMR becomes

FIG. 4. External field dependence of the fFMR. fFMR decreases as
Hdc is swept up to 332 Oe. At 332 Oe, the fFMR suddenly jumps and
increases linearly thereafter. Inset: Ferromagnetic resonance spectrum
measured by the VNA at Hdc = 240 Oe.

FIG. 5. (a) Switching field as a function of microwave frequency.
The microwave power was fixed at 5.5 mW. The switching field is
minimized at fFMR = 7.0 GHz, providing clear evidence of MAS.
(b) Switching field as a function of microwave power Pac at fixed
microwave frequency (5.0 GHz). The decrease is discontinuous at
5.5 and 12.1 mW.

discontinuous can be regarded as the switching field of the
NiFe strip. In this experiment, the static switching field of the
strip appeared at 332 Oe (Fig. 4). In the following subsections,
the switching fields of MAS in NiFe strips are presented under
various conditions of the assistant field.

B. Switching with an assistance of the microwave impulse alone

Before showing the results of the CS experiment, we ex-
amine MAS switching field without Hpulse. Figure 5(a) shows
the microwave-frequency dependence of the switching fields.
Here, the power of the microwave impulse was fixed at 5.5 mW.
The switching field was minimized around 7.0 GHz, consistent
with the fFMR immediately before switching (Fig. 4). This
indicates that the switching field in Fig. 5(a) is caused by FMR
excitation.

Figure 5(b) plots the switching field as a function of
microwave power Pac, with the microwave frequency fixed at
5.0 GHz. The switching field decreased with Pac but rapidly
decreased at Pac = 5.5 and 12.1 mW. In the simple analysis of
MAS using the macrospin model, the switching field exhibits
a similar discontinuous change at the critical amplitude of Hac

[the field at which the discontinuity appears is marked by the
intersection of the trA0 = 0 and detA0 = 0 lines in Fig. 1(a)].
In the (s|u) state in Fig. 1(a), the magnetization switching is
deterministic because the initial magnetization state becomes
unstable and a stable fixed point exists only in the southern
hemisphere. When Hac exceeds the critical value, the (s|u)
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state can be realized after the saddle-node bifurcation given
by detA0 = 0. On the contrary, when Hac is below the critical
value, the stable fixed point in the northern hemisphere does
not disappear even if the saddle-node bifurcation takes place
[Fig. 1(a)]. To obtain the (s|u) state needed for the deterministic
reversal of magnetization, the Andronov-Hopf bifurcation
(given by trA0 = 0) should take place. In the Andronov-Hopf
bifurcation, the fixed point in the northern hemisphere becomes
unstable and the repelling limit cycle disappears. To achieve the
Andronov-Hopf bifurcation, Hdc must be larger than Hdc at the
saddle-node bifurcation. Therefore, the discontinuous change
in the switching field arises from the different bifurcations
required for deterministic switching. When the metastable
state disappears, the switching field suddenly decreases. Thus,
the discontinuous changes in the switching field observed in
the NiFe strip imply that a metastable state exists below the
Hac, at which the switching field discontinuously decreases.
In other words, the expected saddle-node bifurcation of the
metastable state below the critical Hac, i.e., the bifurcation
from (s|rsd|s̄) to (s|r|s̄) in Fig. 1(a), will appear in the hatched
region of Fig. 5(b). The appearance of two discontinuous
changes, rather than the single discontinuity predicted by the
macrospin model, is not understood but is possibly attributable
to the nonuniform MAS in the NiFe strip. Moreover, the phase
diagram predicted by the macrospin model is applicable only
when the magnetization dynamics start from stationary states,
namely, θ1 or θ3 in Fig. 1(b), with no thermal fluctuations.
In practical systems at finite temperature, an initial state with
θ = 0 is more energetic than the nearest fixed point [34].
Therefore, not only the thermal energy but also the initial
energy can transcend the barrier related to the repelling limit
cycle between two stable fixed points. Consequently, the
switching field can decrease from the value that induces the
Andronov-Hopf bifurcation.

C. Cooperative switching experiment

Finally we demonstrate the CS in the NiFe strip, with
simultaneous application of Hac and a 100-ps-wide Hpulse. A
representative combined wave form is shown in Figs. 7(a) and
7(b). The frequency and power of Hac were fixed at 5.0 GHz
and 5.5 mW, respectively. The time difference between the
beginnings of the Hac and Hpulse applications was fixed at
15 ns throughout the experiments. The relaxation time (τrelax =

1
2πfFMRα

) of the NiFe strip (a few ns) was approximately
estimated from the fFMR before switching, which ranged
from 6.0 to 8.0 GHz. Therefore, the magnetization dynamics
reached steady state before the Hpulse application. Figure 6
shows histograms of the switching field distribution under
various magnitudes of Hpulse: 95 Oe (a), 150 Oe (b), and
200 Oe (c). The experiments were carried out 80 times in
Fig. 6(b) and 20 times in Figs. 6(a) and 6(c). The CS requires
plural experiments to average the influence of the timing
jitter in the Hpulse generator. Because the Hpulse duration (100
ps) is shorter than the period of Hac (200 ps), the phase
difference between Hac and Hpulse determines whether a switch
occurs or not. The Hpulse application timing was randomly
varied within the 50-ps timing jitter, causing fluctuations
in the CS field. It should be noted that if the CS occurs,
the scattering of the switching fields is distributed below
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FIG. 6. Switching field distributions at Hpulse strengths of
(a) 95 Oe, (b) 150 Oe, and (c) 200 Oe. The CS experiment was iterated
20 times in (a) and (c) and 80 times in (b). Dashed line in each panel
indicates the switching field under Hac alone. The switching field
does not decrease monotonously with Hpulse. In (b), there are many
switches in regions A and C and few switching events in region B.

the switching field measured without the Hpulse application
[Fig. 2(d)]. The Hdc strength was increased from 0 to 360 Oe
at 4-Oe intervals. As mentioned above, Hpulse was set to 95,
150, or 200 Oe. When the magnetization reversed, the count
number of the corresponding switching field was increased by
1 and the increase of Hdc was terminated. After initializing
the magnetization of the NiFe strip by Hdc = −1 kOe, the
Hdc was increased stepwise and simultaneously applied with
Hpulse until the switching recurred. The lowest-strength Hpulse

(95 Oe) provided little assistance to the CS field. The switching
field was scattered around 262 Oe, which coincides with the
switching field induced by Hac alone (applied at 5.0 GHz and
5.5 mW). In this case, the aid provided by the Hpulse application
could not sufficiently decrease the effective barrier to induce
magnetization reversal. At 200 Oe, the Hpulse application
clearly decreased the switching field [Fig. 6(c)]. Specifically,
the scattering center of the switching field decreased from 262
to 204 Oe. If the Hpulse application suppresses the switching
field proportionally to the amplitude of Hpulse, the scattering
center of the switching field will monotonously decrease.
However, under an intermediate-strength Hpulse (150 Oe), the
scattering of the switching fields appeared in two distinct Hdc

zones [around 204 and 262 Oe; Fig. 6(b)]. The magnetization
reversal was sparse in the 230–240-Oe range. This result cannot
be explained by the Zeeman effect, where increasing an Hdc

field that opposes the magnetization monotonously decreases
the �U eff . Such a nontrivial switching is attributed to the
nonlinear dynamics of MAS. When describing the principle
of the CS method, we mentioned that �U eff at a given Hdc can
be estimated just before applying Hpulse. Therefore, Fig. 6(b)
implies that �U eff (Hdc = 204 Oe) is lower than �U eff (Hdc =
237 Oe), although the Zeeman energy decreases less in the
former than in the latter case. This nontrivial variation in
�U eff with respect to Hdc was confirmed in a micromagnetics
simulation of the CS in the NiFe strip. Note that when Hpulse

exceeded 200 Oe, the switching field no longer decreased. This
result indicates that �U eff changes rapidly, not slowly, from
Hdc = 204 Oe. Our micromagnetics simulation supports this
expectation (see Sec. V).

To confirm that the separated scattering of the switching
field is not caused by timing-jitter fluctuations in the switching
field, we checked the combined wave form of Hac + Hpulse in
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FIG. 7. Influence of timing jitter on the switching field scattering
in the CS experiment: (a) and (b) Examples of the combined wave
forms measured by the oscilloscope. The arrow in (a) and (b) points
to the peak amplitude. (c) Scattering plots of the switching field
with respect to the peak amplitude. The two factors are uncorrelated,
indicating that the separation of the switching field scatter in Fig. 6(b)
is not caused by jitter.

each CS experiment. Figures 7(a) and 7(b) show examples of
combined wave forms with different timing jitters. In Fig. 7(a),
the maxima of the superimposed Hpulse matches those of Hac.
When the timing of the Hpulse application is shifted from the
perfectly matched case, the peak intensity of the combined
wave form decreases [indicated by the arrow in Fig. 7(b)].
Figure 7(c) is a scattering plot of the switching field with
respect to the peak intensity of the combined wave forms.
The scattering clearly separates into two regions, although the
peak intensity of the combined wave form is monotonously
scattered. We conclude that the separation of the switching
field scattering is not caused by the undesirable deviation of
the timing jitter.

V. MICROMAGNETICS SIMULATION

To understand the nontrivial variation in �U eff in Fig. 6,
we simulated the micromagnetic dynamics in MuMax3 [42].
The saturation magnetization, exchange stiffness constant,
and Gilbert damping coefficient were set to 4πMs = 10 kG,
Aex = 1.3 × 106 erg/cm, and α = 0.01, respectively. Thermal
agitation at 300 K was assumed. The sample geometry was
identical to the experimental setup. The numerical grid was
sized 5 × 5 × 5 nm3, where each side is comparable to the
exchange length lex of NiFe (5.7 nm) [24].

A. Magnetization dynamics under Hac alone

First, the magnetization dynamics were calculated under the
Hac application. The rise time and frequency of Hac were set to
zero and 5.0 GHz, respectively. The magnetization dynamics
were evolved over 6 ns. The relaxation time τrelax of the

FIG. 8. Results of the micromagnetics simulation. Color plot of
the time-averaged precession angle 〈θcone〉. The microwave frequency
was 5.0 GHz and 〈θcone〉 was averaged between 5 and 6 ns. Switching
is absent in the blue regions and observed in the red regions. A wide
metastable region appears when Hac < 60 Oe. Furthermore, 〈θcone〉
increases suddenly across the white dashed line. This tendency is
clarified by clipping the data at Hac = 20 Oe (inset). After a sudden
increase, 〈θcone〉 is locally maximized at Hdc = 240 Oe.

NiFe strips was calculated as τrelax = 3.2 ns. Consequently, the
time-averaged precession angle 〈θcone〉, needed for evaluating
the amplitude of the magnetization excitation in the NiFe strip,
was 5–6 ns. 〈θcone〉 was also averaged over the entire sample.
Figure 8 is a color plot of 〈θcone〉 at fac = 5.0 GHz versus
Hac and Hdc. The magnetization switching requires larger
Hdc when Hac < 60 Oe than when Hac > 60 Oe, qualitatively
consistent with the experimental results [see Fig. 5(b)]. The
most notable aspect of the metastable (blue) region is the
sudden increase of the precession angle 〈θcone〉 along the dashed
white line. The inset in Fig. 8 plots 〈θcone〉 as a function of
Hdc when Hac = 20 Oe. 〈θcone〉 began increasing at Hdc =
230 Oe, reached its local maximum at Hdc = 240 Oe, and
then gradually decreased. The inset in Fig. 8 shows that in
the metastable region, 〈θcone〉 reaches a maximum of 23◦: this
is similar to the analytical results [Fig. 1(b)] when a large angle
precession with 22◦ is realized at the saddle-node bifurcation.
Suto et al. also numerically showed that a precession with
an angle as large as 30◦ appears in the (s|r|s̄) region [34].
Moreover, it was experimentally confirmed that the amplitude
of the precession angle in the Co/Ni multilayer measured using
the magneto-optical Kerr effect reached 20◦ when a foldover
effect was observed for strong excitation [43]. The sudden
increase in 〈θcone〉 in the metastable state is attributed to the
saddle-node bifurcation, as similarly seen in the macrospin
model. The numerical result suggests that �U eff is locally
minimized in the metastable states of the switching phase
diagram. This might explain the separated switching field
scattering observed in Fig. 6(b). However, because �U eff

also depends on the pathway of magnetization reversal in the
contour map of the potential energy, it is not always reduced
by increasing the 〈θcone〉. Therefore, to confirm the existence of
the local minimum of �U eff in the metastable state, we must
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FIG. 9. Results of the micromagnetics simulation. Hdc depen-
dence of (a) the switching probability P (Hdc) and (b) the switching
field distribution N (Hdc). In both sets of results, Hpulse was varied
as 70, 120, and 150 Oe. The switching probability is bimodal at
Hpulse = 120 Oe, as similarly observed in Fig. 6(b).

simulate the micromagnetics under the application of both Hac

and Hpulse.

B. Magnetization dynamics under the simultaneous
application of Hac and Hpulse

We then carried out the CS simulation. The amplitude
and frequency of Hac were unchanged from the previous
calculation. The additional Hpulse was delayed by 7 ns from
the beginning of the Hac application. The phase difference
(�φpulse) between Hac and Hpulse plays an important role in
switching in CS. To account for the influence of the timing
jitter from the Hpulse generator, the CS micromagnetics were
simulated at each Hdc strength with six timings of Hpulse

application, i.e., 7 ns + 200ns
6 × n (for n = 0,1, . . . ,5). The

switching probability P (Hdc) was obtained as the number
of switching events at a given Hdc, divided by 6. The Hdc

was varied from 200 to 360 Oe at 10-Oe intervals. Figure
9(a) shows the P (Hdc) for Hpulse amplitudes of 70, 120, and
150 Oe. As Hpulse increased, the range of Hdc with high
switching probability was enlarged in the lower amplitude
direction, although the switching probability also exhibited a
fine structure. Note that at Hpulse = 120 Oe and Hdc = 280 Oe,
the switching probability completely vanished despite the mag-
netization reversal occurring at Hdc amplitudes below 280 Oe.
This provides clear evidence of a local �U eff minimum in the

metastable state. To confirm that the Hdc distribution of the
switching probability underlies the separation of the switching
field scattering [as experimentally observed in Fig. 6(b)],
we simulated the experimental sequence using the switching
probability data in Fig. 9(a). The expected number of switching
events in successive CS experiments is given by

N
(
H 0

dc

) = P
(
H 0

dc

) × N,

N
(
H 1

dc

) = P
(
H 1

dc

) × [
N − N

(
H 0

dc

)]
,

N
(
H 2

dc

) = P
(
H 2

dc

) × {
N − [

N
(
H 0

dc

) + N
(
H 1

dc

)]}
· · ·

N
(
Hi

dc

) = P
(
Hi

dc

) ×
⎡
⎣N −

∑
j�i−1

N
(
H

j

dc

)⎤⎦, (9)

where N is the total number of CS trials and Hi
dc is the

ith external magnetic field accompanied by Hpulse in the CS
simulation. To reproduce the experiment in Fig. 6, we set
N = 80 and calculated the number of switched cases for each
switching field. Figure 9(b) shows the calculated numbers of
switching events as functions of Hdc for Hpulse amplitudes of
70, 120, and 150 Oe. When the Hpulse was 70 and 150 Oe,
the scattering of the switching fields was concentrated in the
field ranges 340–360 Oe and 230–280 Oe, respectively. In
contrast, the 100-Oe Hpulse yielded a bimodal scattering of the
switching fields, similar to the experimental results in Fig. 6(b).
Therefore, we can confidently attribute the separation of the
switching field scattering to the local minimization of �U eff

by the saddle-node bifurcation in the metastable state. That is,
the CS method can explore the bifurcation in the metastable
state of the switching phase diagram.

C. Switching processes

Finally, we discuss the magnetization reversal process in
MAS. Figures 10(a) and 10(b) show transient reversals of the
magnetic domain configuration when Hac < Hth and Hac >

Hth, respectively, where Hth is the critical amplitude of Hac

for MAS induction. The numerical conditions are indicated
by open circles in Fig. 8. When Hac < Hth, the magnetization
domains at the ends of the NiFe strip were reversed followed
by domain-wall propagation. In contrast, under the conditions
of successful MAS (i.e., Hac > Hth), the precession angles
coherently increased in the NiFe strip, and the magnetization
was rotated into the reverse orientation throughout the whole
body. Figure 10(c) shows transients of the magnetization con-
figuration under the conditions of the saddle-node bifurcation
(Hac,Hdc) = (20 Oe, 270 Oe) (indicated by the yellow circle
in Fig. 8). The magnetization precession increased uniformly
over the first 4.00 ns. Thereafter, standing spinwave modes
appeared along the longitudinal direction. One of the possible
origins for generating the standing wave is a four-magnon
scattering process where two magnons with zero wave vector
k are scattered into two magnons with k �= 0. It was noted
that the scattered magnons had the same amplitude but had
opposite signs, which generated standing spinwaves in the
NiFe strip. A nonuniform excitation of spinwaves due to the
lack of translational symmetry breaking at the edge of the NiFe
strip also causes the standing spinwaves [44,45]. However, we
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FIG. 10. Snapshots of the magnetization dynamics excited in
the NiFe strip. Magnetization switching occurs when (Hac,Hdc) =
(20 Oe, 370 Oe) in panel (a) and (80 Oe, 120 Oe) in panel (b).
In (a), domains nucleate at both edges of the NiFe strip, whereas
in (b), the magnetization switching is associated with coherent
rotation. (c) Snapshots of the growing magnetization precession
when (Hac,Hdc) = (20 Oe, 270 Oe). In the initial process (t =
0.00–4.00 ns), the precession increases uniformly, but after t = 4.00
ns the uniform mode evolves into a standing spin-wave mode.
(d) Correspondence of the magnetization direction with the color map.

also confirmed that the formation of standing spin waves in
Fig. 10 was independent of the edge geometry of the NiFe
strip. The result suggests that the four magnon scattering is the
main reason for the appearance of standing spin waves in the
NiFe strip.

Even in the large ferromagnets that cannot be described by
the macrospin model, successful MAS when Hac > Hth is as-

sociated with a uniform growth of a large angular rotation of the
magnetization. When Hac < Hth, the saddle-node bifurcation
appeared, although the stationary states consisted of standing
spin waves. In large ferromagnets, the deterministic switching
was hindered not by a metastable uniform mode (i.e., a mode
with a stable fixed point s in the macrospin model), but by
the formation of spin waves. However, the switching phase
diagram of MAS in large ferromagnets might be similar to that
predicted by the macrospin model, because the four-magnon
scattering process also requires the strong excitation of uniform
magnons at the saddle-node bifurcation.

VI. CONCLUSION

In a CS experiment, we probed the instantaneous height
of �U eff by a 100-ps pulsed magnetic field and thereby
investigated the properties of the nonlinearly excited mag-
netization dynamics in the metastable switching region. The
experimental results revealed a nontrivial reduction of �U eff in
the metastable switching region. The behavior of �U eff is con-
sistent with the saddle-node bifurcation calculated by Bertotti
et al. Our micromagnetics simulation not only reproduced the
experimental results but also revealed uniform excitation at
the start of the magnetization precession, and the standing
spin waves formed by subsequent four magnon scattering.
In large ferromagnets, deterministic switching was hindered
by the formation of spin waves appearing after the saddle-
node bifurcation. Even in large ferromagnets, the saddle-node
bifurcation is significant to determine the critical condition for
MAS. From the viewpoint of MAMR application, the CS can
be a promising method to reduce the amplitude of Hac required
for a successful MAS because the application of very narrow
Hpulse at a proper timing can help the MAMR even when Hac

is smaller than Hth.
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