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We studied the structural, electronic, and magnetic properties of Mn-doped topological insulators Bi2Se3 and
Bi2Te3 within the density-functional theory (DFT) using the generalized gradient approximation (GGA) in the
framework of the fully relativistic spin-polarized Dirac linear muffin-tin orbital band-structure method. The x-ray
absorption spectra (XAS) and x-ray magnetic circular dichroism at the Mn K and L2,3 edges were investigated
theoretically from first principles. The calculated results are in good agreement with experimental data. The
complex fine structure of the Mn L2,3 XAS in Mn-doped Bi2Se3 and Bi2Te3 was found to be not compatible
with a pure Mn3+ valency state. Its interpretation demands mixed valent states. The theoretically calculated x-ray
emission spectra at the Mn K and L2,3 edges are also presented and analyzed.
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I. INTRODUCTION

One of the most striking discoveries in recent years which
has emerged from research into spin-orbit coupling is a new
state of matter known as a topological insulator (TI) [1].
Topological insulators are fully gapped in the bulk but, due
to strong spin-orbit coupling, possess metallic surface states
which are protected by time-reversal symmetry (TRS). This
results in the remarkable property that surface electrons cannot
be backscattered, i.e., they are robust against perturbations [2]
as long as those perturbations, e.g., in the form of doping
or surface adatoms, are nonmagnetic. The band structure cal-
culations [3] and angle-resolved photoemission spectroscopy
(ARPES) measurements [4,5] indicate that Bi2Se3, Bi2Te3 and
several related layered compounds exhibit a single Dirac cone
on the Fermi surface with linear dispersion around the � point,
a hallmark of a topological insulator. Typically, the Dirac point
(DP), the tip of the cone, is located a few hundred meV below
the Fermi energy EF and the bulk conduction band crosses
EF [4,6,7]. Such a situation makes it difficult to observe the
signals from Dirac fermions by transport experiments. Beyond
the inherent importance of exploring a complex phase of
quantum matter, these systems are of great interest for device
applications involving quantum computing [8] and photonics
[9]. Current research on these materials is developing rapidly
(see Review articles [10–14]).

Three-dimensional (3D) TIs offer nontrivial surface states
that can be utilized to perform dissipationless spin transport.
However, it is also important to break the TRS of TIs to
realize novel physical phenomena such as, for example, the
carrier-independent long-range ferromagnetic order [15], giant
magneto-optical Kerr effect [16] or the newly discovered
quantum anomalous Hall effect (QAHE) [17,18]. The QAHE
observed in magnetic TIs where quantized transport occurs
in the absence of an external magnetic field and thus discrete
Landau levels. The key ingredient for observing the QAHE
is the opening of a band gap in the band structure of the
topological surface state at the Dirac point. It can be achieved
by applying a magnetic field or inducing ferromagnetism

in the TI. Ferromagnetic ordering has been successfully
achieved in 3D (Bi,Sb)2(Se,Te)3 type TIs by doping with 3d

transition metals, such as Cr, V, and Mn [19–24]. Indeed, the
QAH effect has been reported in the Cr-doped (Bi,Sb)2Te3

system [17,25,26]. Among the various transition metal atoms,
V-doped Sb2Te2 exhibits the most stable ferromagnetism, with
a high Curie temperature [20,27,28].

Despite the intensive research on TM-doped Bi2(Se,Te)3

type TIs, the interpretations for the observed ferromagnetic
(FM) properties have often been controversial. For spintronic
applications, the ferromagnetism in a semiconductor needs to
be intrinsic, that is, not from magnetic clusters of the doped
transition-metal impurities. Some studies suggest that the FM
in TM-doped TIs originates from the presence of secondary
phases or FM clusters, whereas other results indicate the
existence of intrinsic FM of TM substitution in the Bi2(Se,Te)3

lattice. Also, a number of recent studies showed that the
observed ferromagnetism tends to depend on methods and
conditions used in the sample preparation. Thus no consensus
on the proper origin of the ferromagnetism in such doped TIs
has been reached yet. Therefore more intensive and extensive
study is essential.

Collins-McIntyre et al. [22] have demonstrated the high-
quality molecular beam epitaxy (MBE) growth of Mn-doped
Bi2Se3 thin films. It was found that Mn dopants may be
introduced into the host Bi2Se3 without the formation of
additional parasitic phases or significant degradation to the
host crystal structure up to a doping concentration of ∼7.5
at. % Mn. From the compositional analysis by Rutherford
backscattering spectrometry (RBS), it is apparent that Mn is
incorporated substitutionally for low doping concentrations,
before also being incorporated interstitially (in the van der
Waals gap between the layers) at higher doping concentrations.
A saturation magnetization of 5.1 μB/Mn is obtained from
SQUID magnetometry, pointing towards a Mn valency of 2+.
However, a much lower moment of 1.6 μB/Mn was revealed
from surface-sensitive XMCD measurements. Authors con-
clude that the exact nature in which Mn dopants incorporate
in the host Bi2Se3 crystal is still unresolved.
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Watson et al. reports a study of Mn-doped Bi2Te3 single
crystals with nominal Mn concentrations of x = 0.09 and 0.15
with a ferromagnetic transition temperature of ∼9-13 K [29].
SQUID magnetometry measurements on x = 0.15 crystals
show that the samples are soft ferromagnets with small
coercive fields with a saturation magnetic moment of 4.4(5) μB

per Mn atom reached at ∼1.5 T [29]. It is between the expected
value for the Mn3+ (4 μB) and Mn2+ (5 μB). It is consistent
with previous calculations which give 4 μB [30] and 4.5 μB

[31], respectively, but disagrees with the theoretical predictions
by Larson and Lambrecht [32] and by Zhang et al. [33] who
calculated a Mn valency of 3+ in Bi2Se3 and Bi2Te3. Watson
et al. [29] also measured x-ray magnetic circular dichroism
(XMCD) in Mn-doped Bi2Te3 at the Mn L2,3 edges at 1.8
K in the total-electron-yield (TEY) mode, which is surface
sensitive (with an exponentially decaying sampling depth
of 3–5 nm). The results indicate a ground state of mixed
d4-d5-d6 character of a localized electronic nature. The orbital
magnetic moment on Mn of 0.18 μB is small (4% of the
total Mn moment), as obtained by the sum-rule analysis of
the Mn XMCD in a saturated field at 1.8 K. The multiplet
calculations of the XAS and XMCD Mn L2,3 spectra were
performed using the Anderson impurity-model for a mixed
ground state of 16% d4, 58% d5, and 26% d6 character, which
gives as average a total 3d count of 5.1. Sessi et al. [34]
also measured the XAS and XMCD spectra at the Mn L2,3

edges of Mn-doped Bi2Te3, obtained at normal and grazing
incidence, with an external magnetic field B = 6 T and T =
2.5 K. They provide density-functional-theory calculations
based on the local density approximation in the frame of
the Korringa-Kohn-Rostoker (KKR) Green-function method
for the calculation of the impurity electronic structure and
scattering properties (T matrix and surface-state scattering
rate). The Bi2Te3 surface was modeled by a six-quintuple
layer film. The x-ray magnetic circular dichroism shows
superparamagnetism even at very dilute Mn concentrations.

Here we present theoretical calculations of the XAS and
XMCD spectra of Mn-doped Bi2(Se,Te)3 from first principles.
We found that the complex fine structure of the Mn L2,3

XAS in Mn-doped Bi2(Se,Te)3 is not compatible with a pure
Mn3+ valency state. Its interpretation demands mixed valent
states. The energy band structure of Mn-doped Bi2(Se,Te)3

compounds in this paper is calculated within the ab initio
approach by applying the generalized gradient approxima-
tion (GGA) using the fully relativistic spin-polarized Dirac
linear muffin-tin orbital band-structure method. The paper is
organized as follows. The computational details are presented
in Sec. II. Section III presents the electronic structure of
Mn-doped Bi2(Se,Te)3 compounds. Section IV presents the
XAS and XMCD spectra of Mn-doped Bi2(Se,Te)3 com-
pounds. Theoretical results are compared with experimental
measurements. Finally, the results are summarized in Sec. V.

II. COMPUTATIONAL DETAILS

a. Crystal structure. Bi2Se3 was synthesized in late 1950s
[35]. Since that time a rich body of theoretical and experimen-
tal work has grown out of the effort to explain and exploit the
large thermoelectric effect which the material exhibits [36].

FIG. 1. Crystal structure of the Bi2Se3 compound. (a) The
hexagonal supercell containing 15 atomic layers. The quintuple
layer is shown in the red box. (b) The top view of a QL in
the triangle lattice. Three sets of different sites, labeled as A, B,
and C sublattices, respectively, are presented. Owing to the D5

3d

symmetry, the stacking of atomic layers along the z direction is
in the order of ...-C(Se1)-A(Bi)-B(Se2)-C(Bi)-A(Se1)-B(Se1)-C(Bi)-
A(Se2)- ...(c) Crystal structure of the Bi2Se3 (111) thin film with
the thickness of six quintuple layers with one quintuple replaced by
empty spheres.

Bi2Se3 is a narrow band gap semiconductor with a
tetradymite crystal structure with the space group D5

3d (R3̄m),
number 166. This rhombohedral layered structure is formed
by five atomic layers as a basic unit cell, named a quintuple
layer (QL) [see Fig. 1(a)]. The interlayer bonding within the
QLs are strong because of the dominant covalent character,
but the bonding between the QLs is much weaker due to the
van der Waals-type interaction. The same structure is common
to other narrow band gap semiconductor chalcogenides, like
Bi2Te3 and Sb2Te3. There are two equivalent Se atoms (Se1),
two equivalent Bi atoms, and one Se atom (Se2), which is
inequivalent to the Se1 atoms. Our coordinate system is set as
follows: the origin is set at the Se2 site; the z direction is set
perpendicular to the atomic layer, the x direction is taken along
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the binary axis with the twofold rotation symmetry, and the y

direction is taken along the bisectrix axis, which is the crossing
line of the reflection plane and the Se2 atomic layer plane.

b. X-ray magnetic circular dichroism. Magneto-optical
(MO) effects refer to various changes in the polarization
state of light upon interaction with materials possessing a
net magnetic moment, including rotation of the plane of
linearly polarized light (Faraday, Kerr rotation), and the com-
plementary differential absorption of left and right circularly
polarized light (circular dichroism). In the near visible spectral
range, these effects result from excitation of electrons in the
conduction band. Near x-ray absorption edges, or resonances,
magneto-optical effects can be enhanced by transitions from
well-defined atomic core levels to transition symmetry selected
valence states.

Within the one-particle approximation, the absorption
coefficient μλ

j (ω) for incident x-ray of polarization λ and
photon energy h̄ω can be determined as the probability of
electronic transitions from initial core states with the total
angular momentum j to final unoccupied Bloch states

μ
j

λ(ω) =
∑

mj

∑

nk

|〈�nk|�λ|�jmj
〉|2δ(Enk − Ejmj

− h̄ω)

× θ (Enk − EF ) , (1)

where �jmj
and Ejmj

are the wave function and the energy of
a core state with the projection of the total angular momentum
mj ; �nk and Enk are the wave function and the energy of a
valence state in the nth band with the wave vector k; EF is the
Fermi energy.

�λ is the electron-photon interaction operator in the dipole
approximation

�λ = −eαaλ, (2)

where α are the Dirac matrices, aλ is the λ polariza-
tion unit vector of the photon vector potential, with a± =
1/

√
2(1,±i,0),a‖ = (0,0,1). Here, + and − denotes, re-

spectively, left and right circular photon polarizations with
respect to the magnetization direction in the solid. Then,
x-ray magnetic circular and linear dichroism are given by
μ+ − μ− and μ‖ − (μ+ + μ−)/2, respectively. More detailed
expressions of the matrix elements in the electric dipole
approximation may be found in Refs. [37–40]. The matrix
elements due to magnetic dipole and electric quadrupole
corrections are presented in Ref. [40].

Concurrent with the development of the x-ray magnetic
circular dichroism experiment, some important magneto-
optical sum rules have been derived [41–46]. For the L2,3

edges the lz sum rule can be written as [39]

〈lz〉 = nh

4

3

∫
L3+L2

dω(μ+ − μ−)
∫
L3+L2

dω(μ+ + μ−)
, (3)

where nh is the number of holes in the d band nh = 10 −
nd, 〈lz〉 is the average of the magnetic quantum number of the
orbital angular momentum. The integration is taken over the

whole 2p absorption region. The sz sum rule can be written as

〈sz〉 + 7

2
〈tz〉

= nh

∫
L3

dω(μ+ − μ−) − 2
∫
L2

dω(μ+ − μ−)
∫
L3+L2

dω(μ+ + μ−)
, (4)

where tz is the z component of the magnetic dipole operator
t = s − 3 r (r · s)/|r|2, which accounts for the asphericity of
the spin moment. The integration

∫
L3

(
∫
L2

) is taken only over
the 2p3/2(2p1/2) absorption region.

c. Calculation details. The details of the computational
method are described in our previous papers [47–50], and here
we only mention several aspects. Band structure calculations
were performed using the fully relativistic linear muffin-
tin orbital (LMTO) method [51,52]. This implementation
of the LMTO method uses four-component basis functions
constructed by solving the Dirac equation inside an atomic
sphere [53], which is crucial for a correct description of
p1/2 states of heavy elements such as Pb or Bi [54]. The
exchange-correlation functional of a GGA-type was used in
the version of Perdew, Burke and Ernzerhof (PBE) [55,56].
Brillouin zone (BZ) integrations were performed using the
improved tetrahedron method [57]. The basis consisted of Mn
s, p, and d, and Bi, Se, and Te s, p, and d LMTO’s.

The electronic structure of surface states was investigated
for crystal structure of the Bi2(Se,Te)3 (111) thin film with the
thickness of six QLs with one quintuple replaced by empty
spheres [see Fig. 1(c)]. The interlayer bonding between two
QLs is much weaker than that inside the QL; it is natural
to expect that the cleavage plane should be between two QLs.
This fact has been well confirmed by recent experiments on the
layer-by-layer MBE growth of ultrathin film [58]. We therefore
focus on this type of surface termination [with Se1 (Te1) atomic
layer as the top most layer in Fig. 1(c)].

To investigate the electronic and magnetic properties of
bulk Bi2(Se,Te)3 with dilute Mn doping, a (2 × 2 × 1)
supercell containing 24 Bi and 36 Se(Te) atoms was employed.
We use the experimental lattice constants a = 4.138 Å and
c = 28.640 Å with internal parameters ν = 0.206 and μ =
0.399 for Bi2Se3 [59] and a = 4.3847 Å, c = 30.4984 Å with
internal parameters ν = 0.2115 and μ = 0.3985 for Bi2Te3

[60]. The layered crystal structure of Bi2Se3 and Bi2Te3

materials allows the transition metal dopants not only to enter
the host substitutionally but also interstitially in the van der
Waals gap between the layers. Therefore we produce two types
of calculations with an Mn-doped atom substituting for Bi
atoms with a dopant concentration of 4.17 at. % (x = 0.0417)
and with an additional Mn in the van der Waals gap between
the QLs. In the latter case, a dopant concentration is equal
to 8.34 at. % (x = 0.0834). Thus the dopant concentration
is 4.17 at. % (x = 0.0417) for single substituted Mn and
8.34 at. % with an additional Mn in the der Waals gap. The
concentrations are comparable to 7.5 at. % in the Mn-doped
Bi2Se3 used by Collins-McIntyre et al. [22], 9 at. % in Bi2Te3

in the measurements by Vobornik et al. [61], 9 at. % of doped
Mn ions in Bi2Te3 used by Watson et al. [29], and 0.016 ML
in Bi2Te3 [34]. We take into account the lattice relaxation
of Bi2(Se,Te)3 crystals with Mn-doping using the Vienna ab
initio simulation package (VASP) [56,62,63].
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The x-ray absorption and dichroism spectra were calculated
taking into account the exchange splitting of core levels. The
finite lifetime of a core hole was accounted for by folding the
spectra with a Lorentzian. The widths of core level spectra
�L2,3 for Mn were taken from Ref. [64]. The finite apparative
resolution of the spectrometer was accounted for by a Gaussian
of width 0.6 eV.

In the x-ray absorption process, an electron is promoted
from a core level to an unoccupied state, leaving a core hole.
As a result, the electronic structure at this state differs from
that of the ground state. In order to reproduce the experimental
spectrum, self-consistent calculations should be carried out
including a core hole. In early calculations of the XAS spectra
to account for the core-hole relaxation, a popular approach in
conjunction with a large-cluster molecular-orbital calculation
was the so-called Slater’s transition state [65,66]. The XAS
spectrum is represented by the corresponding partial DOS of a
transition state in which the core state of the central atom has
only a 1/2 electron occupation, with the other 1/2 electron
placed at the lowest unoccupied molecular orbitals [66,67].
The calculation for Slater’s transition state is a useful way to
compute the difference in total energies between initial and
final states, i.e., the absolute transition energy. However, it
does not mean that the core-hole effects to change the energies
and spatial distribution of wave functions are best reproduced
by the calculation for the transition state. Strictly speaking,
the core-hole effect is a two-particle interaction between an
electron in the unoccupied conduction band and a hole in the
core. Their interaction must be accounted for, and separate
calculations of the initial and final states are necessary.

An alternative approach to account for the core-hole effect
is the Z + 1 approximation in which the core-hole effects are
introduced by increasing the atomic number (Z) by 1. Lie et al.
succeeded in the reproduction of B K XAS from AlB2 and
TiB2 using the Z + 1 approximation [68,69]. But, one must
realize that the Z + 1 approximation is not always appropriate
[70]. Nufer et al. reported the theoretical calculation of Al K

and Al L1 XAS of Al2O3 using the Z + 1 approximation [71].
They demonstrated that this approximation is not applicable
to the L1 edge. Even when the spectrum accidentally repro-
duces the experimental spectrum, estimation of the absolute
transition energy is impossible by the Z + 1 approximation.

In this study, the core-hole effect was fully taken into
account in the self-consistent iterations by removing an
electron at the core orbital using the supercell approximation.
The core state of the target atom in the ground state provides
the initial state |i > for the spectral calculation. The final
states |f > are the conducton band states obtained separately
by calculations in which one of the core electrons of the
target atom is placed at the lowest conducton band. The
interaction and the screening of the electron-hole pair are
fully accounted for by the self-consistent iterations of the
final state Kohn-Sham equations. This procedure simulates
the experimental situation, in which the sample can easily
supply an electron to screen a localized charge produced by
the core hole. Such an approach allows for the symmetry
breaking of the system in a natural way, and self-consistently
describes the charge redistribution induced by the core hole.
A similar approximation has been used by several authors
[69,70,72–75]. We should mention that the size of the supercell

is important, and ultimately it should be large enough to inhibit
interaction between excited atoms in neighboring supercells.
In our calculations, we used a 2 × 2 × 2 supercell. At one of
the four Mn atoms we create a hole at the 2p1/2 or 2p3/2 levels
separately for the self-consistent GGA calculations of the L2

and L3 spectra, respectively.

III. ELECTRONIC STRUCTURE

A. The linear dispersion of surface states

Figure 2 presents the ab initio calculated band structure of
the Bi2Se3 and Bi2Te3 (111) thin films with the thickness of six
quintuple layers for nonrelativistic (upper row) and fully rel-
ativistic Dirac (lower row) approximations. The surface states
are indicated by red lines while the other lines correspond
to the bulk bands. The nonrelativistic calculations produce
a rather large energy band gap at the Fermi level of around
0.544 eV and 0.543 eV for Bi2Se3 and Bi2Te3, respectively.
In the fully relativistic Dirac approximation [Fig. 2 (lower
row)], two chiral surface states are clearly seen which connect
the conduction and valence bands forming a single Dirac-type
contact at the � point aligned with the Fermi energy. Our
calculations are in good agreement with previous calculations
[76–80]. The Dirac point of Bi2Se3 in our calculations as
well as in other theoretical calculations is located relatively
closer to the Fermi level than the position derived from
ARPES measurements because the measurements took place
for Bi2Se3 samples which are typically electron doped by
inner point defects [81–83]. There is a crucial detail that
distinguishes Bi2Te3 from Bi2Se3: in Bi2Se3 the DP is located
a few hundred meV below the Fermi energy EF , however,
the DP of Bi2Te3 is situated deeply below the EF and the
valence-band maximum.

FIG. 2. The ab initio calculated band structure of the Bi2Se3

(left) and Bi2Te3 (right) (111) thin films with the thickness of six
quintuple layers for nonrelativistic (upper row) and fully relativistic
Dirac (lower row) approximations; the red lines indicate the surface
states while the other lines correspond to the bulk bands.
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FIG. 3. (a) The total DOS in the close vicinity of the Fermi level
for a five-QL slab of Bi2Se3 (111) in the fully relativistic Dirac
approximation. The DOS near the Fermi level is highly linear to
energy due to the presence of Dirac cone-type surface states. (b) The
hexagonal warping of cross sections of Dirac cone near the Fermi
level in the plane perpendicular to the z direction for 
EF = 0.02
(red curves), 0.04 (blue curves), and 0.06 eV (magenta curves) in the
fully relativistic Dirac approximation.

The gapless surface states that connect the bulk valence
and conduction bands have almost linear energy dependence
near the Dirac point. A linear band structure in 2D should lead
to linear density of states (DOS). To be specific, in the bulk
energy gap the energy bands are mostly from the surface states,
so the DOS in the bulk energy gap are expected to be highly
linear. Indeed, the corresponding DOS of Bi2Se3 [presented in
Fig. 3(a)] shows very good linear energy dependence within
the bulk energy gap, as expected. This type of DOS can
be easily measured by low-temperature scanning tunneling
spectroscopy, which will provide an indirect method to probe
the existence of linear surface states.
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FIG. 4. The partial DOSs of bulk MnxBi2−xTe3 (x = 0.0834)
with one Bi atom substited by a Mnsubst atom, and another Mninter

atom in the van der Waals gap. The Mn 4p PDOSs are multiplied by
a factor of 10.

Figure 3(b) presents the calculated in the fully relativistic
Dirac approximation hexagonal warping of cross sections
of Dirac cone in Bi2Se3 near the Fermi level in the plane
perpendicular to the z direction for 
EF = 0.02 (red curves),
0.04 (blue curves), and 0.06 eV (green curves). When the
Fermi level is close to the Dirac point the corresponding Fermi
surface is nearly a perfect circle, while if the Fermi level is
away from the Dirac point the properties of the surface states
are significantly affected by the bulk states and thus satisfy the
crystal symmetry. The Fermi surface becomes hexagonlike
satisfying the C3v crystal symmetry.

B. Mn-substituted 3D energy band structure

Figure 4 presents the total and partial density of states for
a 60-atom Bi2Te3 unit cell containing one Mn substitutional
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and one Mn atom in the van der Waals gap between the layers
(x = 0.0834). From total energy calculations we found that
there is an antiferromagnetic arrangement of the Mn moments.
The Bi 6s and Te 5s states are located mostly between −14.1
and −8 eV below the Fermi level and the p states of the Bi
and Te are found from −6.9 to 9.2 eV. There is an energy gap
between Bi and Te s and p valent states of around 1 eV. The
spin splitting of the Bi and Te p states is quite small.

The substitutional Mnsubst atom at the Bi site has three Te
nearest-neighbor atoms at the distance of 3.0652 Å, three Te
atoms at 3.2185 Å, and three Bi atoms at 4.7126 Å. The lattice
relaxation decreases the Mnsubst − Te interatomic distances by
0.115 and 0.082 Å for the first and second groups of the Te
atoms, respectively. The interstitial Mninter atom in the van der
Waals gap has six Te atoms at the distance of 2.8772 Å and
two Bi atoms at 3.0956 Å. The lattice relaxation increases the
Mninter-Te distance by 0.054 Å and Mninter-Bi distance by
0.105 Å. The Mnsubst 3d impurity valence states consist of a
single rather narrow peak at around −3 eV, a conduction band
peak is situated at 1 eV above the Fermi level. The Mninter 3d

states are slightly wider and more structured in comparison
with the corresponding 3d states of substitutional Mnsubst ions.
There is also a narrow 3d peak in the close vicinity of the
Fermi energy at −0.2 eV for the Mninter ions. The crystal field
at the Mnsubst and Mninter sites (C3v point symmetry) causes
the splitting of Mn d orbitals into a singlet a1 (d3z2−1) and two
doublets e (dyz and dxz) and e1 (dxy and dx2−y2 ). The major
peak of Mnsubst 3d valence states at −3 eV is formed by almost
equal proportion of the a1, e, and e2 states. The corresponding
peak in the Mninter 3d valence states at −2.5 eV is mostly due
to the e1 (dxy and dx2−y2 ) states. The narrow 3d peak in the
close vicinity of the Fermi energy at −0.2 eV for the Mninter

ions is mostly formed by the a1 (d3z2−1) states. The empty spin
down Mnsubst 3d states at 1 eV above the Femi energy are of
e1 symmetry.

Our band structure calculations yield the spin magnetic
moment Ms = 4.398 μB and orbital magnetic moment Ml of
0.072 μB for the substitutional Mnsubst ions. The corresponding
magnetic moments for the interstitial Mninter ions in the van der
Waals gap are equal to Ms = −3.640 μB and Ml = −0.095μB.
Therefore the valencies were found to be equal to 2.5+ (d4.5)
and 1.7+ (d5.3) for the Mnsubst and Mninter ions, respectively.
We obtained smaller orbital magnetic moments at the Mn sites
in comparison with experimental results of 0.18 μB estimated
by Watson et al. using the sum-rule analysis of the Mn XMCD
at the Mn L2,3 edges in the total-electron-yield mode [29]. The
average induced spin magnetic moments at the Bi and Te sites
are 0.005 μB and −0.008 μB, respectively, with substitutonal
Mn ions only. If the system contains both the substitutional
and interstitial Mn ions the average induced spin magnetic mo-
ments at the Bi and Te sites slightly increase and become equal
to 0.007 μB, and −0.012 μB, respectively. The orbital moments
at the Bi and Te sites are very small (in the order of 10−3 μB).

IV. X-RAY ABSORPTION AND EMISSION SPECTRA

A. Mn L2,3 XAS and XMCD spectra

The XAS and the XMCD spectra at the Mn L2,3 edges
in the Mn doped Bi2Te3 and Bi2Se3 TIs were measured by
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FIG. 5. The x-ray Mn L2,3 absorption spectra (open circles) with
normal x-ray incidence for Bi2Te3 with a Mn coverage of about
0.016 ML measured at 2.5 K in a magnetic field of 6 T applied
along the photon beam direction for the left (top) and right (middle)
circularly polarized x rays [34] compared with the theoretically
calculated spectra for the substitutional Mn ions (full blue curves)
and Mn in the van der Waals gap between the QLs (dotted black
curves). The lower panel shows the experimental XMCD spectra
(open circles) [34] compared with the theoretically calculated spectra
for the substitutional Mn ions (full blue curves) and Mn in the van der
Waals gap between the QLs (dotted black curves). We also present
calculated XAS and XMCD spectra for 25% of Mn ions in the
intersititial positions (dashed red curves).

several groups [22,29,34]. Figure 5 presents the experimental
XAS and XMCD spectra [34] of Mn-diluted Bi2Te3 at the
Mn L2,3 edges measured at 2.5 K in a magnetic field of 6 T
applied along the photon beam direction for the left μ+ (top
panel) and right μ− (middle panel) circularly polarized x rays
together with the spectra calculated in the GGA.

The x-ray absorption spectrum at the Mn L3 edge for the
right circularly polarized x rays μ− (middle panel in Fig. 5)
is rather complicated and consists of four major structures:
peaks a, b, and c at 638.6, 639.7, and 640.6 eV, respectively,
and a high-energy shoulder d at 642 eV. The corresponding L2

XAS has a double peak structure (e and f peaks). The x-ray
absorption spectrum at the Mn L3 edge for the left circularly
polarized x rays μ+ (top panel in Fig. 5) has significantly larger
intensity in comparison with the μ+ and consists of the major
peak at 639.7 eV and a weak low-energy shoulder.

It is well known that as the valence changes from Mn2+

to Mn3+ and to Mn4+ states, the L3 XAS shows a shift
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toward higher energy, and the spectral shape changes with the
number of 3d electrons [84]. We found that the valency of the
substitutional Mnsubst and intersitial Mninter ions are equal to
2.5+ and 1.7+, respectively. Therefore the contributions from
the substitutional Mnsubst ions with higher ionicity are situated
at higher energies. As may be seen from the middle panel of
Fig. 5, the calculations with one substitutional Mnsubst atom
(full blue curve) provide the x-ray absorption intensity only at
the peaks b and c of L3 spectrum and peak f of the L2 XAS.
The full explanation of the spectrum is only possible by taking
into account an additional Mninter ion in the van der Waals
gap between the QLs (dotted black curves). The interstitial
Mn ions mostly determine the shape of the peaks a and e and
also contribute to the b and c peaks. However, the high-energy
shoulder d is not appeared in our first principles calculations.
This might indicate that additional satellite structures may
appear due to many-body effects at the high energy tail of
the Mn L3 XAS. This question needs additional theoretical
investigation using an appropriate many-body treatment.

The theoretically calculated Mn L2,3 XMCD spectra are in
good agreement with the experiment (lower panel in Fig. 5).
The XMCD from the substitutional Mnsubst atoms (full blue
curve) reproduces well the experimental spectrum except of
the low energy positive peak at around 638.6 eV at the L3 edge
and fine structure at 650 eV at the L2 edge, which are due to
the Mninter ions in the van der Waals gap. The theory also does
not produce the fine structure corresponding to the high-energy
satellite structure d at around 642 eV. The theory overestimates
the intensity of the peak appeared from the Mninter at around
638.6 eV at the L3 edge and the fine structure at 650 eV at the
L2 edge. It may be explained by the fact that the calculations
presented in Fig. 5 (dotted black curves) have been made for
the 50% concentration of the interstitial Mn ions, while the
concentration of the interstitial Mn atoms is expected to be
less. One would expect strong suppression of the peak with
a smaller Mninter concentration. Indeed, the calculations with
25% of Mn ions in the intersitial positions and 75% of Mn ions
in the substitutional positions (dashed red curves in Fig. 5) are
in better agreement with the experiment.

It is necessary to distinguish between homogeneously
mixed-valence compounds and inhomogeneously mixed-
valence compounds. The homogeneously mixed-valence phe-
nomena appear mostly when all the ions occupy crystallo-
graphically equivalent sites and therefore, this is essentially a
single ion property where the magnetic ion hybridizes with
the sea of the conduction electrons, causing an exchange
of the inner electron with the conduction band at the Fermi
level. Such effects are expected to arise in systems where
two electron configurations corresponding to occupation num-
bers n and n − 1 have nearly degenerate energies. So the
ground state of a homogeneously mixed valence compound
is a quantum mechanical mixture of the both configurations
on each ion. Typical compounds exhibiting homogeneously
mixed-valence phenomena are rare-earth materials TmSe [85],
SmS (high-pressure golden phase) [86], YbB12 and SmB6 [87],
EuN [88], YbAgCu4 [89], YbInCu4 [90], and SmRh2Si2 [91].

In the case of inhomogeneously or static mixed-valence
compounds, rare-earth or transition metal ions with different
valency occupy clearly different sites. However, at high tem-
peratures, they become usually homogeneously mixed-valence

semimetals or valence-fluctuating insulators. Their valence
electrons are strongly correlated and close to localization, i.e.,
having a low effective kinetic energy. The valence electrons
can hop between the magnetic ions with different valence
due to thermal activation (a thermal valence fluctuating state).
If the intersite Coulomb repulsion is large enough, it may
dominate the kinetic energy and, once the charge-disorder
entropy due to hopping is low enough, lead to a charge-ordered
transition at a critical temperature Tco below which the valence
fluctuation are suppressed. The resulting inhomogeneously
mixed-valence state consists of two species of ions with the n

and n − 1 configurations. This transition may be compared to a
Wigner crystallization on a lattice [92], and its earliest example
is the Verwey transition in magnetite Fe3O4 [93], although
this picture turned out to be too simplified for this compound
[94,95]. There are several charge-fluctuating inhomogeneous
mixed-valence compounds containing rare-earth and transition
metal ions. They are the rare-earth pnictides Yb4As3 [96],
Sm4Bi3 and Eu4As3 with the cubic anti-Th3P4 structure and
rare-earth chalcogenides Sm3X4 (X = S, Se, or Te) and Eu3S4

with the Th3P4 structure [97] and titanum oxide Ti4O7 [98].
Recently, it was shown that possible oxygen vacancies may
be the reason for mixed valency in some complex transition
metal oxides such as BaFeO3−δ [99] and A2CrB ′O6 (A = Ca,
Sr; B ′ = W, Re, and Os) [100] as well as diluted magnetic
semiconductors (Zn,V)O [101] and (Zn,Co)O [102].

The mixed valency in Mn-doped topological insulators
Bi2Se3 and Bi2Te3 appears due to the different crystallographic
positions of the substitutonal and interstitial Mn ions. Both
substitutional and interstitial ions have six Te neighbors
(atomic configuration 4d105s25p4) with approximately the
same interatomic distances, however, they have different num-
ber of Bi neighbor ions (atomic configuration 5d106s26p3): the
substitutional Mnsubst ion possesses three Bi neighbors but the
interstitial Mninter ion has only two Bi neighbors. As a result,
the valencies were found to be equal to 2.5+ (d4.5) and 1.7+
(d5.3) for the Mnsubst and Mninter ions, respectively. We can
conclude that these Mn-doped topological insulators belong
to the inhomogeneously or static mixed-valence compounds
of charge transfer type. Besides, from the total energy calcu-
lations, we found that the magnetic moment of Mn ions in the
van der Waals gap orders antiferromagnetically to the magnetc
moment of the substitutional Mn ions. This conclusion is
supported by the XMCD measurements where the peaks a

and b in Fig. 5 (lower panel), which are originated from
the interstitial and substitutional Mn ions, respectively, have
opposite signs. We can conclude that the incorporation of Mn
ions in the van der Waals gap changes the magnetic ordering
in the system from the ferromagnetic to the ferrimagnetic one.
We found that the concentration of Mn ions in the intersitial
positions is around 25%.

Figure 6 presents experimental XAS and XMCD spectra
[22] of Mn-diluted Bi2Se3 at the Mn L2,3 edges measured at
2.5 K in a magnetic field of 2 T applied along the photon beam
direction for the left μ+ (top panel) and right μ− (middle
panel) circularly polarized x rays together with the spectra
calculated in the GGA. The x-ray absorption spectra at the Mn
L3 edge for the right circularly polarized x rays also consist
of four major peaks a, b, and c and a high-energy shoulder
d. The substitutional Mnsubst atoms (full blue curve) provide

224434-7



V. N. ANTONOV, L. V. BEKENOV, S. UBA, AND A. ERNST PHYSICAL REVIEW B 96, 224434 (2017)

Mn-doped Bi2Se3
L3

L2

0

10

20
µ+

(a
rb

.
un

its
)

a

b c

d e f

0

5

10

15

µ-
(a

rb
.

un
its

)

Mnsubst
Mninter
sum
exper.

640 650
Energy (eV)

-5

0

X
M

C
D

(a
rb

.u
ni

ts
)

FIG. 6. The x-ray L2,3 absorption spectra (open magenta circles)
for a 7.5 at. % Mn-doped Bi2Se3 sample measured at 2.5 K in a
magnetic field of 2 T applied along the photon beam direction for
the left (top panel) and right (middle panel) circularly polarized x
rays [22] compared with the theoretically calculated spectra for the
substitutional Mn ions (full blue curves) and Mn in the van der Waals
gap between the QLs (dashed red curves). The lower panel shows the
experimental XMCD spectra (open magenta circles) [22] compared
with the theoretically calculated spectra for the substitutional Mn
ions (full blue curves) and Mn in the van der Waals gap (dashed red
curves). The shown XMCD spectra are for the 25% of Mn ions in
the interstitial positions and 75% of Mn ions in the substitutional
positions.

the x-ray absorption intensity to the peaks b and c of the
L3 spectrum and the peak f of the L2 XAS. The interstitial
Mn ions mostly determine the shape of the peaks a and e

(dashed red curve) but also contribute to the b and c peaks.
The high-energy shoulder d is also not described by one-
electron theory. The x-ray absorption spectrum at the Mn L3

edge for the left circularly polarized x rays μ+ (top panel in
Fig. 6) has significantly larger intensity in comparison with
the μ− and consists of the major peak at 639.7 eV, a weak
low-energy shoulder, and two high-energy fine structures at
640.6 and 643 eV. The former high-energy peak is described
by the theory, however, the last peak corresponding to the
peak d for the right circularly polarized x rays is absent in the
theoretical calculations.

The theoretically calculated Mn L2,3 XMCD spectra are
also in good agreement with the experiment (lower panel in
Fig. 6). The XMCD from the substitutional Mnsubst atoms (full
blue curve) reproduces well the experimental spectrum except

of the low-energy positive peak at around 638.6 eV at the L3

edge and fine structure at 650 eV at the L2 edge, which are due
to the Mninter ions in the van der Waals gap. We also found that
the best agreement between the theory and the experiment can
be achieved with 25% of Mn ions in the interstitial positions
and 75% of Mn ions in the substitutional positions.

We found only minor influence of the structure relaxation
on the partial DOS in close vicinity of the Fermi level
(±0.1 eV), further away from the Fermi level the PDOSs
did not change. The lattice optimization also did not affect
the XAS and XMCD spectra which are extended in a wide
energy interval. We investigate also the core-hole effect in
the final state using the supercell approximation where the
excited atom is formally treated as an impurity. We found
that the core-hole interactions slightly improve the agreement
between theoretically calculated and experimentally measured
Mn L2,3 XASs.

B. Mn K XAS and XMCD spectra

The XAS and XMCD spectra in metals and alloys at the
K edge in which the 1s core electrons are excited to p states
through the dipole transitions are quite important. They are
sensitive to the electronic states at neighboring sites because of
the delocalized nature of valence p states. Since dipole allowed
transitions dominate the absorption spectrum for unpolarized
radiation, the absorption coefficient reflects primarily the DOS
of unoccupied 4p-like Np(E) above the Fermi level. The
exchange splitting of the initial 1s core state is extremely
small, therefore, only the exchange and spin-orbit splitting of
the final 4p states is responsible for the observed dichroism
at the K edge. For this reason the dichroism is found to be
relatively small.

Figure 7 presents the theoretically calculated XAS (top
panel) and the XMCD (lower panel) spectra for the substi-
tutional Mnsubst ions (full blue curves) and the Mninter ions
in the van der Waals gap (dashed red curves) at the Mn K

edge of Mn-doped Bi2Te3 TI. The Mn K XASs are spread up
to 50 eV above the threshold and quite structured, showing
well defined features. The XASs for the Mnsubst and Mninter

ions have similar shapes with different relative intensities of
fine structures. The Mnsubst spectrum has a more intensive
peak at 7–9 eV in comparison with the Mninter spectrum.
The XMCD spectra at the Mn K edge are also structured,
showing well defined features and consist of several positive
and negative peaks. The difference between the Mnsubst and
Mninter XMCD spectra is more pronounced in comparison with
the corresponding XAS spectra (lower panel in Fig. 7). The
core-hole effect was found to be less significant for the Mn K

than for the Mn L2,3 XASs. The experimental measurements
of the XAS and XMCD spectra at the Mn K edge are highly
desirable.

C. Mn XES spectra

Figure 8 presents the theoretically calculated x-ray emission
(XES) spectra for the substitutional Mnsubst ions (full blue
curves) and Mninter in the van der Waals gap (dashed red
curves) spectra at the Mn L3 (top panel) and Mn K (bottom
panel) edges in the Mn-doped Bi2Te3 TI. The Mn L3 XESs for
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FIG. 7. The theoretically calculated x-ray K absorption spectra
(top) and the XMCD spectra for the substitutional Mnsubst ions (full
blue curves) and Mninter in the van der Waals gap between the QLs
(dashed red curves) in the Mn-doped Bi2Te3.

the Mnsubst and Mninter ions possess similar structures with the
major peak at −1 eV. The Mninter L3 XES has an additional
low-energy fine structure at −4 eV and high-energy shoulder
in the close vicinity of the L3 threshold. The last structure
appears due to the existence of a narrow 3d peak in the close
vicinity of the Fermi energy at −0.2 eV for the Mninter ions
(see lower panel of Fig. 4).

The Mn K XESs possess quite different shape for the
Mnsubst and Mninter ions (lower panel of Fig. 8) due to
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FIG. 8. The theoretically calculated x-ray emission spectra at the
L3 (top) and K (bottom) edges for the substitutional Mn ions (full
blue curves) and Mn in the van der Waals gap between the QLs
(dashed red curves) in the Mn-doped Bi2Te3 TI.

significantly different energy distribution of the partial DOSs
of occupied 4p-like states below the Fermi level due to a
different degree of the hybridization between Mn 3d and the
Te and Bi p states for these two types of Mn ions. The width
of the Mninter K XES is much larger than the corresponding
XES at the Mnsubst site. The XES spectrum for the Mnsubst ions
possesses one major peak at −1 eV with a small low-energy
peak at −10 eV. The Mninter K XES spectrum has three peaks
at −2, −5, and −12.5 eV. We also investigated the effect
of the electric quadrupole E transitions (3d → 1s transitions)
on the shape of the Mn K x-ray emission spectra and found
only minor influence of these transitions: less than 2% of
quadrupole transitions contribute to the intensity of the spectra.

The Mn K x-ray emission spectroscopy can be a useful tool
for the estimation of the relative concentrations of the Mnsubst

and Mninter ions in the Bi2Te(Se)3 matrix. The experimental
measurements of the x-ray emission spectra at the Mn K and
L2,3 edges are highly desirable.

V. CONCLUSIONS

The electronic structure of surface states was investigated
for the crystal structure of the Bi2Se3 and Bi2Te3 (111) thin
films with the thickness of six QLs with one quintuple replaced
by empty spheres. In the fully relativistic Dirac approximation,
two chiral surface states connect the conduction and valence
bands forming a single Dirac-type contact at the � point
aligned with the Fermi energy in Bi2Se3. The gapless surface
states have almost linear energy dependence near the Dirac
point. A linear band structure in 2D leads to linear density
of states. This type of DOS can be easily measured by the
low-temperature scanning tunneling spectroscopy, which will
provide an indirect method to probe the existence of linear
surface states. We found that when the Fermi level is close
to the Dirac point in Bi2Se3 the corresponding Fermi surface
is nearly a perfect circle, while if the Fermi level is away
from the Dirac point the properties of the surface states are
significantly affected by the bulk states and thus satisfy a
hexagonal symmetry. There is a crucial detail that distinguishes
Bi2Te3 from Bi2Se3: in Bi2Se3 the DP is located a few hundred
meV below the Fermi energy EF , while the DP of the Bi2Te3 is
situated deeply below the EF and the valence-band maximum.

In this work, we studied the electronic structure and
x-ray magnetic circular dichroism of Mn-doped Bi2Se3 and
Bi2Te3 within a DFT-GGA approach in the frame of the
fully relativistic spin-polarized Dirac LMTO band-structure
method. The complex fine structure of the Mn L2,3 XAS in
Mn-doped Bi2Se3 and Bi2Te3 was found to be not compatible
with a pure Mn3+ valency state. Its interpretation demands
mixed valent states. Mn-doped Bi2(Se,Te)3 may contain both
the substitutional Mnsubst ions and the Mninter ions in the van der
Waals gap between the QLs. The mixed valency in Mn-doped
topological insulators Bi2Se3 and Bi2Te3 appears due to
the different crystallographic positions of the substitutional
and interstitial Mn ions. Both substitutional and interstitial
ions have six Te neighbors with approximately the same
interatomic distances, however, they have different number
of Bi neighbor ions: the substitutional Mnsubst ion possesses
three Bi neighbors but the interstitial Mninter ion has only
two Bi neighbors. As a result, the valencies were found to
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be equal to 2.5+ (d4.5) and 1.7+ (d5.3) for the Mnsubst and
Mninter ions, respectively. We can conclude that these Mn-
doped topological insulators belong to the inhomogeneously
or static mixed-valence compounds of charge transfer type.
Besides, from the total energy calculations, we found that
the magnetic moment of Mn ions in the van der Waals
gap orders antiferromagnetically to the magnetc moment of
the substitutional Mn ions. This conclusion is supported by
XMCD measurements where the peaks a and b in Fig. 5
(lower panel), which are originated from the interstitial and
substitutional Mn ions, respectively, have opposite signs. We
can conclude that the incorporation of Mn ions in the van der
Waals gap changes the magnetic ordering in the system from
the ferromagnetic to the ferrimagnetic one. We found that the
concentration of Mn ions in the intersitial positions is around
25%.

We also present the theoretically calculated XAS and
XMCD spectra as well as x-ray emission spectra at the Mn

K edges in the Mn-doped Bi2Te3. These spectra possess
quite different shapes for the Mnsubst and Mninter ions due
to significantly different energy distribution of the partial
DOSs of 4p-like states. The Mn K x-ray emission and
absorption spectroscopy can be a useful tool for the estimation
of the relative concentrations of the Mnsubst and Mninter ions
in the Bi2Te(Se)3 matrix. The experimental measurements
of the XAS and XMCD spectra as well as x-ray emission spec-
tra at the Mn K edge in the Mn-doped TI’s are highly desired.
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