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Half-metallicity and low magnetic damping are perpetually sought for spintronics materials, and full Heusler
compounds in this respect provide outstanding properties. However, it is challenging to obtain the well-ordered
half-metallic phase in as-deposited full Heusler compound thin films, and theory has struggled to establish a
fundamental understanding of the temperature-dependent Gilbert damping in these systems. Here we present a
study of the temperature-dependent Gilbert damping of differently ordered as-deposited Co,FeAl full Heusler
compound thin films. The sum of inter- and intraband electron scattering in conjunction with the finite electron
lifetime in Bloch states governs the Gilbert damping for the well-ordered phase, in contrast to the damping
of partially ordered and disordered phases which is governed by interband electronic scattering alone. These
results, especially the ultralow room-temperature intrinsic damping observed for the well-ordered phase, provide
fundamental insights into the physical origin of the Gilbert damping in full Heusler compound thin films.
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I. INTRODUCTION

Co-based full Heusler compounds have gained massive
attention over the last decade due to their high Curie
temperature and half-metallicity—100% spin polarization of
the density of states at the Fermi level [1,2]. The room-
temperature half-metallicity and low Gilbert damping make
them ideal candidates for magnetoresistive and thermoelectric
spintronic devices [3]. Co,FeAl (CFA), which is one of the
most studied Co-based Heusler compounds, belongs to the
Fm3m space group, exhibiting half-metallicity and a high
Curie temperature (1000 K) [2,4]. In CFA, half-metallicity
is the result of hybridization between the d orbitals of Co
and Fe. The d orbitals of Co hybridize, resulting in bonding
(2e4 and 3t,) and nonbonding hybrids (2e, and 3t;,). The
bonding hybrids of Co further hybridize with the d orbitals
of Fe, yielding bonding and antibonding hybrids. However,
the nonbonding hybrids of Co cannot hybridize with the d
orbitals of Fe. The half-metallic gap arises from the separation
of nonbonding states, i.e., the conduction band of e, hybrids
and the valence band of 7y, hybrids [5,6]. However, chemical
or atomic disorder modifies the band hybridization and results
in a reduced half-metallicity in CFA. The ordered phase of
CFA is the L2, phase, which is half-metallic [7]. The partially
ordered B2 phase forms when the Fe and Al atoms randomly
share their sites, while the disordered phase forms when Co,
Fe, and Al atoms randomly share all the sites [5—8]. These
chemical disorders strongly influence the physical properties
and result in additional states at the Fermi level, therefore
reducing the half-metallicity or spin polarization [7,8]. It
is challenging to obtain the ordered L2; phase of Heusler
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compounds in as-deposited films, which is expected to possess
the lowest Gilbert damping as compared to the other phases
[4,9—11]. Therefore, in the last decade several attempts have
been made to grow the ordered phase of CFA thin films
employing different methods [4,9-13]. The most successful
attempts used postdeposition annealing to reduce the antisite
disorder by a thermal activation process [4]. The observed
value of the Gilbert damping for ordered thin films was
found to lie in the range of 0.001—0.004 [7-13]. However,
the requirement of postdeposition annealing might not be
compatible with the process constraints of spintronics and
complementary metal-oxide semiconductor (CMOS) devices.
The annealing treatment requirement for the formation of the
ordered phase can be circumvented by employing energy-
enhanced growth mechanisms such as ion-beam sputtering,
where the sputtered species carry substantially larger energy,
~20eV, compared to other deposition techniques [14,15].
This higher energy of the sputtered species enhances the
adatom mobility during coalescence of nuclei in the initial
stage of the thin-film growth, therefore enabling the formation
of the ordered phase. Recently we have reported growth
of the ordered CFA phase on potentially advantageous Si
substrate using ion-beam sputtering. The samples deposited in
the range of 300°C—500°C substrate temperature exhibited
nearly equivalent 1(002)/1(004) Bragg diffraction intensity
peak ratio, which confirms at least the B2 ordered phase, as it
is difficult to identify the formation of the L2; phase only by
x-ray diffraction analysis [16].

Different theoretical approaches have been employed to
calculate the Gilbert damping in Co-based full Heusler
compounds, including first-principle calculations on the ba-
sis of (i) the torque correlation model [17], (ii) the fully
relativistic Korringa-Kohn-Rostoker model in conjunction
with the coherent potential approximation and the linear
response formalism [8], and (iii) an approach considering
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FIG. 1. (a) Layout of the in-house-made VNA-based out-of-plane ferromagnetic resonance setup. (b) Out-of-plane ferromagnetic resonance
spectra recorded for the well-ordered LP673K sample at different temperatures, f = 10 GHz.

different exchange correlation effects using both the local
spin-density approximation including the Hubbard U, and
the local spin-density approximation plus the dynamical
mean-field theory approximation [7]. However, very little
is known about the temperature dependence of the Gilbert
damping in differently ordered Co-based Heusler compound,
and aunifying consensus between theoretical and experimental
results is still lacking. In this study we report the growth of
differently ordered phases, varying from disordered to well-
ordered phases, of as-deposited CFA thin films grown on Si
employing ion-beam sputtering and subsequently the detailed
temperature-dependent measurements of the Gilbert damping.
One sample reveals an intrinsic Gilbert damping increasing
with decreasing temperature, while the other samples show
a continuous decrease in intrinsic Gilbert damping with
decreasing temperature. Results from first-principles calcu-
lations employing spin-polarized relativistic Korringa-Kohn-
Rostoker band structure calculations in combination with the
local spin-density approximation show that the L2, ordered
system exhibits an intrinsic Gilbert damping increasing with
deceasing temperature, while for the partially ordered B2 and
fully disordered A2 systems the Gilbert damping decreases
with decreasing temperature. The increase of the intrinsic
Gilbert damping with decreasing temperature observed for one
sample is interpreted as evidence of an L2, ordered structure.

II. SAMPLES AND METHODS

Thin films of CFA were deposited on Si substrates at
various growth temperatures using an ion-beam sputtering
system operating at 75-W rf ion-source power (Pjo,). Details
of the deposition process as well as structural and magnetic
properties of the films have been reported elsewhere [16]. In
the present work, to study the temperature-dependent Gilbert
damping of differently ordered phases varying from disordered

to well ordered, we have chosen CFA thin films deposited
at 573 K, 673 K, and 773 K substrate temperature (7y)
and the corresponding samples are named LP573K, LP673K,
and LP773K, respectively. The sample thickness was kept
constant at 50 nm, and the samples were capped with a
4-nm-thick Al layer. The capping layer protects the films by
forming a 1.5-nm thin protective layer of Al,Os. To obtain
the A2 disordered CFA phase, the thin film was deposited at
300 K on Si employing 100 W ion-source power, this sample is
referred to as HP300K. The structural and magnetic properties
of this film are presented in Ref. [18]. The absence of the (200)
diffraction peak in the HP300K sample [18] reveals that this
sample exhibits the A2 disordered structure. The appearance
of the (200) peak in the LP series samples clearly indicates at
least formation of B2 order [16]. Employing the Webster model
along with the analysis approach developed by Takamura et al.
[19], we have calculated the degree of B2 ordering in the

samples, Sgy = \/1200/1220/Ig(l)][l)urdcr/lgil(])ordcr, where 1200/1220 is the

experimentally obtained intensity ratio of the (200) and (220)
diffractions and I;‘g(') order /full order i the theoretically calculated
intensity ratio for fully ordered B2 structure in polycrystalline
films [20]. The estimated values of Sg, for the LP573, LP673,
and LP773 samples are found to be ~90%, 90%, and 100%,
respectively, as presented in Ref. [20]. The I5p/ 1400 ratio of
the (200) and (400) diffraction peaks for all LP series samples
is ~30%, which compares well with the theoretical value for
perfect B2 order [21,22], indicating the fully B2 ordered phase
in the LP series films. Here it is important to note that the L2
ordering parameter, S ,,, will take different values depending
on the degree of B2 ordering. Si», can be calculated from
the 1711/ peak ratio in conjunction with the S, ordering
parameter [19]. However, in the recorded grazing-incident
x-ray diffraction spectra on the polycrystalline LP samples
(see Fig. 1 of Ref. [16]) we did not observe the (111)
peak. This could be attributed to the fact that the theoretical
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TABLE I. Parameters describing magnetic properties of the different CFA samples.

Sample poMs(poMer) (T) toH; (mT) gi(gL) poH, (mT) Tc (K) int (x107%)
LP573K 1.2 £ 0.1(1.091 £ 0.003) 0.75 2.06(2.0) 1.56 810 2.56
LP673K 1.2 £ 0.1(1.110 & 0.002) 0.57 2.05(2.0) 1.97 >900 0.76
LP773K 1.2+ 0.1(1.081 £ 0.002) 0.46 2.05(2.0) 1.78 890 1.46
HP300K 0.9 £0.1(1.066 £ 0.002) 1.32 2.01(2.0) 3.12 3.22

intensity of this peak is only around 3% of the (220) principal
peak. The appearance of this peak is typically observed
in textured/columnar thicker films [19,23]. Therefore, here
using the combined experimental results of the B2 ordering
parameter, Gilbert damping, Curie temperature, and saturation
magnetization, in particular the temperature dependence of
the Gilbert damping that is very sensitive to the amount of
site disorder in CFA films, and comparing with corresponding
results obtained from first-principle calculations, we provide a
method for determining the type of crystallographic ordering
in full Heusler compound thin films.

The observed values of the saturation magnetization
(noMs) and coercivity (uoH,;) taken from Refs. [16] and
[18] are presented in Table I. The temperature dependence
of the magnetization was recorded in the high-temperature
region (300-1000 K) using a vibrating sample magnetometer
in an external magnetic field of o H = 20 mT. An ELEXSYS
EPR spectrometer from Bruker equipped with an X-band
resonant cavity was used for angle-dependent in-plane fer-
romagnetic resonance (FMR) measurements. For studying
the temperature-dependent spin dynamics in the magnetic
thin films, an in-house-built out-of-plane FMR setup was
used. The setup, using a Quantum Design Physical Proper-
ties Measurement System covers the temperature range 4—
350 K and a magnetic field range £9 T. The system employs
an Agilent N5227A PNA network analyzer covering the
frequency range 1-67 GHz and an in-house-made coplanar
waveguide. The layout of the system is shown in Fig. 1.
The complex transmission coefficient (S,;) was recorded as a
function of magnetic field for different frequencies in the range
9-20 GHz and different temperatures in the range 50-300 K.
All FMR measurements were recorded keeping constant 5 dB
power.

To calculate the Gilbert damping, we have the used the
torque-torque correlation model [7,24], which includes both
intra- and interband transitions. The electronic structure was
obtained from the spin-polarized relativistic Korringa-Kohn-
Rostoker (SPR-KKR) band structure method [24,25], and the
local spin-density approximation (LSDA) [26] was used for
the exchange correlation potential. Relativistic effects were
taken into account by solving the Dirac equation for the
electronic states, and the atomic sphere approximation (ASA)
was employed for the shape of potentials. The experimental
bulk value of the lattice constant [27] was used. An angular
momentum cutoff of /;,,x =4 was used in the multiple-
scattering expansion. A k-point grid consisting of ~1600
points in the irreducible Brillouin zone was employed in
the self-consistent calculation, while a substantially more
dense grid of ~60000 points was employed for the Gilbert
damping calculation. The exchange parameters J;; between the
atomic magnetic moments were calculated using the magnetic

force theorem implemented in the Liechtenstein-Katsnelson-
Antropov-Gubanov (LKAG) formalism [28,29] in order to
construct a parametrized model Hamiltonian. For the B2 and
L2, structures, the dominating exchange interactions were
found to be between the Co and Fe atoms, while in A2
the Co-Fe and Fe-Fe interactions are of similar size. Finite
temperature properties such as the temperature-dependent
magnetization were obtained by performing metropolis Monte
Carlo (MC) simulations [30] as implemented in the UPPASD
software [31,32] using the parametrized Hamiltonian. The
coherent potential approximation (CPA) [33,34] was applied
not only for the treatment of the chemical disorder of the
system, but also used to include the effects of quasistatic
lattice displacement and spin fluctuations in the calculation
of the temperature-dependent Gilbert damping [35-37] on the
basis of linear response theory [38].

III. RESULTS AND DISCUSSION

A. Magnetization vs temperature measurements

Magnetization measurements were performed with the
ambition to extract values for the Curie temperature (7¢) of
CFA films with different degrees of atomic order; the results
are shown in Fig. 2(a). Defining T¢ as the inflection point in
the magnetization vs temperature curve, the observed values
are found to be 810 K, 890 K, and 900 K for the LP573K,
LP773K, and LP673K samples, respectively. The T¢ value for
the HP300K sample is similar to the value obtained for LP573.
Using the theoretically calculated exchange interactions, T¢
for different degrees of atomic order in CFA varying from B2
to L2, can be calculated using MC simulations. The volume
was kept fixed as the degree of order varied between B2
and L2, and the data presented here represent the effects of
differently ordered CFA phases. To obtain ¢ for the different
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FIG. 2. (a) Magnetization vs temperature plots measured on the
CFA films with different degree of atomic order. (b) Theoretically
calculated magnetization vs temperature curves for CFA phases with
different degree of atomic order, where 50% (100%) Fe atoms on
Heusler compound 4a sites indicate B2 (L2,) ordered phase, and the
rest are intermediate B2 and L2, mixed ordered phases.
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FIG. 3. Resonance field vs in-plane orientation of the applied magnetic field of (a) 7, = 300°C, P,,, = 75 W deposited; (b) T, = 400°C,
Py, = 75 W deposited; (c) T, = 500°C, P, = 75 W deposited; and (d) 7y = 27°C, P, = 100 W deposited films. Red lines correspond to

fits to the data using Eq. (1).

phases, the occupancy of Fe atoms on the Heusler compound
4a sites was varied from 50% to 100%, corresponding to
changing the structure from B2 to L2,. The estimated T¢
values, cf. Fig. 2(b), monotonously increase from T¢ =
810K (B2)to Te = 950 K (L.2). A direct comparison between
experimental and calculated 7¢ values is hampered by the
high-temperature-induced (beyond 800 K) structural transition
from a well-ordered to partially ordered CFA phase, which
interferes with the magnetic transition [39,40]. The irreversible
nature of the recorded magnetization vs temperature curve
indicates a distortion of structure for the ordered phase during
measurement, even though interface alloying at elevated

J
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where f is resonance frequency, up is the Bohr magneton,
and 4 is Planck’s constant. ¢y, ¢,, and ¢, are the in-plane
directions of the magnetization, uniaxial anisotropy, and cubic
anisotropy, respectively, with respect to the [100] direction
of the Si substrate. H, = % and H, = :OLM are the in-
plane uniaxial and cubic anisotropy fields, respectively, K, and
K are the uniaxial and cubic magnetic anisotropy constants,
respectively, M is the saturation magnetization, and M.¢ is
the effective magnetization. By considering ¢ ~ ¢y, H, and

H. < H, < M., Eq. (1) can be simplified as

H, ( i y L 2K s — 60
= — - cos — ¢
nog s /) Megg oM "

u

/'L()Ms

cos 2(¢py — du). 2)

The extracted cubic anisotropy fields poH, < 0.22mT are
negligible for all the samples. The extracted in-plane Landé
splitting factors g; and the uniaxial anisotropy fields woH,
are presented in Table I. The purpose of the angle-dependent
FMR measurements was only to investigate the symmetry
of the in-plane magnetic anisotropy. Therefore, care was not
taken to have the same in-plane orientation of the samples
during angle-dependent FMR measurements, which explains

(Pum )
cos 4 ¢ o) +
noM.

2K,
(B +cosd(py — ¢c)) +

temperature cannot be ruled out. The experimentally observed
Tc values are presented in Table 1.

B. In-plane angle-dependent FMR measurements

In-plane angle-dependent FMR measurements were per-
formed at 9.8 GHz frequency for all samples; the resonance
field H, vs in-plane angle ¢y of the applied magnetic field
is plotted in Fig. 3. The experimental results have been fitted
using the expression [41]

cos 2(¢py — %)}

s

/2
COSZ (¢M - ¢u)}:| ) (1)

MOMS

(

why the maxima appear at different angles for the different
samples.

C. Out-of-plane FMR measurements

Field-sweep out-of-plane FMR measurements were per-
formed at different constant temperatures in the range 50—
300 K and at different constant frequencies in the range of
9-20 GHz. Figure 1(b) shows the amplitude of the complex
transmission coefficient S,;(10 GHz) vs field measured for
the LP673K thin film at different temperatures. The recorded
FMR spectra were fitted using the equation [42]

(AH))’
(H — H)? + (AHp)’
(AHf)(H - H)
(H — H)* + (AH )

where S represents the coefficient describing the transmitted
microwave power, A is used to describe a waveguide-induced
phase-shift contribution which is, however, minute, H is
applied magnetic field, A H is the full-width at half maximum,
and Dt describes the linear drift in time (¢) of the recorded
signal. The extracted AH vs frequency values at different
constant temperatures are shown in Fig. 4 for all the samples.

S =S

+A

+ D¢, 3)
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FIG. 4. Linewidth vs frequency of (a) Ts = 300°C, P,, = 75 W
deposited; (b) Ts = 400°C, P, = 75 W deposited; (c) Ts = 500 °C,
Pion = 75 W deposited; and (d) Ts = 27 °C, P,,, = 100 W deposited
samples. Red lines correspond to fits to the data to extract the ex-
perimental Gilbert damping constant and inhomogeneous linewidth.
Respective insets show the experimentally determined, temperature-
dependent Gilbert damping constants.

For brevity, only data at a few temperatures are plotted. The
Gilbert damping was estimated using the equation [42]
2haf
AH = AHy + —————, “)
81 HBHo

where A Hj is the inhomogeneous linewidth broadening, o
is the experimental Gilbert damping constant, and g, is the
Landé splitting factor measured employing out-of-plane FMR.
The insets in the figures show the temperature dependence of
a. The effective magnetization (uoM.g) Was estimated from
the f vs H, curves using the out-of-plane Kittel’s equation
(431,

_ 8LHoMB
h

as shown in Fig. 5. The temperature dependence of (oM. and
oA Hy are shown as insets in each figure. The observed room-
temperature values of oM. are closely equal to the oM,
values obtained from static magnetization measurements,
presented in Table I. The extracted values of g, (~ 2.0) at
different temperatures are within error limits constant for all
samples. Therefore the g-factor-dependent change in Gilbert
damping is negligible for the present samples. However, the
difference between estimated values of g and g, is <3%.
This difference could stem from the limited frequency range
used, since these values are quite sensitive to the value of M.,
and even a minute uncertainty in this quantity can result in the
observed small difference between the g and g, values.

To obtain the intrinsic Gilbert damping («ip), all extrinsic
contributions to the experimental « value need to be subtracted.
In metallic ferromagnets, the intrinsic Gilbert damping is
mostly caused by electron magnon scattering, but several other

f (Hr - Meff)a (5)
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FIG. 5. Frequency vs applied field of (a) Ts = 300°C, P, =
75 W deposited; (b) Ts = 400°C, P, = 75 W deposited; (¢) Ts =
500°C, Pon =75 W deposited; and (d) Ts = 27°C, P, = 100 W
deposited samples. Red lines correspond to Kittel’s fits to the
data. Respective insets show the temperature-dependent effective
magnetization and inhomogeneous linewidth broadening values.

extrinsic contributions can also contribute to the experimental
value of the damping constant. One contribution is two-
magnon scattering, which is, however, minimized for the
perpendicular geometry used in this study and therefore
this contribution is disregarded [44]. Another contribution
is spin pumping into the capping layer as the LP573K,
LP673K, and LP773K samples are capped with 4 nm of Al
that naturally forms a thin top layer consisting of Al,Os3.
Since spin pumping in low spin-orbit coupling materials
with thickness less than the spin-diffusion length is quite
small, this contribution is also disregarded in all samples.
However, the HP300K sample is capped with Ta, and therefore
a spin-pumping contribution has been subtracted from the
experimental o value; a5, = agp3ox (With Ta capping) —
agp3ook (Without capping) ~ 1 x 1073, The third contribu-
tion arises from the inductive coupling between the precessing
magnetization and the CPW, a reciprocal phenomenon of
FMR known as radiative damping o,g [45]. This damping is
directly proportional to the magnetization and thickness of the
thin-films sample and therefore usually dominates in thicker
and/or high-magnetization samples. The last contribution is
eddy-current damping (oeqqy) caused by eddy currents in
metallic ferromagnetic thin films [45,46]. As per Faraday’s
law, the time-varying magnetic flux density generates an
ac voltage in the metallic ferromagnetic layer and therefore
results in the eddy-current damping. This damping is directly
proportional to the square of the film thickness and is inversely
proportional to the resistivity of the sample [45].

In contrast to eddy-current damping, o,q is independent
of the conductivity of the ferromagnetic layer, and hence
this damping mechanism is also operative in ferromagnetic
insulators. Assuming a uniform magnetization of the sample,
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the radiative damping can be expressed as [45]

2
ny po”Msdl
T = —7 6
rad ) Zow ( )

where y = 8MBj is the gyromagnetic ratio, Zy = 50 is
the waveguide impedance, w = 240 um is the width of the
waveguide, 1 is a dimensionless parameter which accounts for
the FMR mode profile and depends on boundary conditions,
and 8 and [ are the thickness and length of the sample on
the waveguide, respectively. The strength of this inductive
coupling depends on the inductance of the FMR mode,
which is determined by the waveguide width, sample length
over waveguide, sample saturation magnetization, and sample
thickness. The dimensions of the LP573K, LP673K, and
LP773K samples were 6.3 x 6.3 mm?, while the dimensions
of the HP300K sample were 4 x 4mm? . The a,,q damping
was estimated experimentally as explained by Schoen er al.
[45] by placing a 200-um-thick glass spacer between the
waveguide and the sample, which decreases the radiative
damping by more than 1 order of magnitude, as shown in
Fig. 6(a). The radiative damping was measured by placing
the spacer between the waveguide and the LP773 sam-
ple, @rag = Awithout spacer — Olwith spacer ~~ (236 £0.10 x
1073) — (1.57 £0.20 x 1073) = 0.79 £ 0.22 x 1073. The
estimated value matches well with the calculated value using
Eq. (6): atraq = 0.78 x 1073, Our results are also analogous
to previously reported results on radiative damping [45]. The
estimated temperature-dependent radiative damping values for
all samples are shown in Fig. 6(b).

Spin-wave precession in ferromagnetic layers induces an ac
current in the conducting ferromagnetic layer, which results in
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FIG. 7. Experimental (a) and theoretical (b) results for the
temperature-dependent intrinsic Gilbert damping constant for CFA
samples with different degrees of atomic order. The B2 & L2, mixed
phase corresponds to the 75% occupancy of Fe atoms on the Heusler
compound 4a sites. The lines are a guide to the eye.

eddy-current damping. It can be expressed as [45,46]

Cy o> Mss?
16p

where p is the resistivity of the sample and C accounts for the
eddy-current distribution in the sample; the smaller the value
of C, the larger the localization of eddy currents in the sample.
The measured resistivity values between 300 and 50 K tem-
perature range fall in the ranges 1.175—1.145 Q2 m, 1.055 —
1.034 £2m,1.035 — 1.00 uQ2m, and 1.45—1.41 uQm for
the LP573K, LP673, LP773, and HP300K samples, re-
spectively. The parameter C was obtained from thickness-
dependent experimental Gilbert damping constants measured
for B2 ordered films, by linear fitting of & — otraq & teday VS
82 keeping other parameters constant [cf. Fig. 6(c)]. The fit to
the data yielded C & 0.5 & 0.1. These results are concurrent
to those obtained for permalloy thin films [45]. Since the
variations of the resistivity and magnetization for the samples
are small, we have used the same C value for the estimation
of the eddy-current damping in all the samples. The estimated
temperature-dependent values of the eddy-current damping are
presented in Fig. 6(d).

All these contributions have been subtracted from the
experimentally observed values of «. The estimated intrinsic
Gilbert damping a;, values so obtained are plotted in Fig. 7(a)
for all samples.

@)

Aeddy =

D. Theoretical results: first-principle calculations

The calculated temperature-dependent intrinsic Gilbert
damping for Co,FeAl phases with different degrees of atomic
order are shown in Fig. 7(b). The temperature-dependent
Gilbert damping indicates that the lattice displacements and
spin fluctuations contribute differently in the A2, B2, and
L2, phases. The torque correlation model [47,48] describes
qualitatively two contributions to the Gilbert damping. The
first one is the intraband scattering, where the band index is
always conserved. Since it has a linear dependence on the
electron lifetime, in the low-temperature regime this term
increases rapidly; it is also known as the conductivitylike
scattering. The second mechanism is due to interband transi-
tions where the scattering occurs between bands with different
indices. Opposite to the intraband scattering, the resistivitylike
interband scattering with an inverse dependence on the electron
lifetime increases with increasing temperature. The sum of
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FIG. 8. Total and atom-resolved spin-polarized density-of-states plots for various compositional CFA phases: (a) A2, (b) B2, and (c) L2;.

the intra- and interband electron scattering contributions gives
rise to a nonmonotonic dependence of the Gilbert damping
on temperature for the L2; structure. In contrast to the case
for L2}, only interband scattering is present in the A2 and B2
phases, which results in a monotonic increase of the intrinsic
Gilbert damping with increasing temperature. This fact is also
supported by a previous study [37], which showed that even a
minute chemical disorder can inhibit the intraband scattering of
the system. Our theoretical results manifest that the L2, phase
has the lowest Gilbert damping, around 4.6 x 10~* at 300 K,
and that the value for the B2 phase is only slightly larger at
room temperature. According to the torque correlation model,
the two main contributions to damping are the spin-orbit
coupling and the density of states (DOS) at the Fermi level
[47,48]. Since the spin-orbit strength is the same for the
different phases, it is enough to focus the discussion on the
DOS that provides a qualitative explanation why damping is
found lower in B2 and L2 structures compared to A2 structure.
The DOS at the Fermi level of the B2 phase (24.1 states/Ry/f.u.;
f.u. = formula unit) is only slightly larger than that of the L2
phase (20.2 states/Ry/f.u.), but both are significantly smaller
than for the A2 phase (59.6 states/Ry/f.u.), as shown in Fig. 8.
The gap in the minority spin channel of the DOS for the
B2 and L2; phases indicates half-metallicity, while the A2
phase is metallic. The atomically resolved, spin-polarized DOS
indicates that the Fermi-level states mostly have contributions

from Co and Fe atoms. For transition elements such as
Fe and Ni, it has been reported that the intrinsic Gilbert
damping increases significantly below 100 K with decreasing
temperature [37]. The present electronic structure calculations
were performed using Green’s functions, which do rely on a
phenomenological relaxation time parameter, on the expense
that the different contributions to damping cannot be separated
easily. The reported results in Ref. [37] are by some means
similar to our findings of the temperature-dependent Gilbert
damping in full Heusler compound films with different degrees
of atomic order. The intermediate states between B2 and
L2, are more close to the trend of B2 than L2, which
indicates that even a tiny atomic order induced by the Fe
and Al site disorder will inhibit the conductivitylike channel
in the low-temperature region. The theoretically calculated
Gilbert damping constants are matching qualitatively with
the experimentally observed «j,; values as shown in Fig. 7.
However, the theoretically calculated o, for the L2, phase
increases rapidly below 100 K, in contrast to the experimental
results for LP673K, indicating that o, saturates at low
temperature. This discrepancy between the theoretical and
experimental results can be understood by taking into account
the low-temperature behavior of the lifetime t of Bloch
states. The present theoretical model assumed that the Gilbert
damping has a linear dependence on the electron lifetime in
intraband transitions, which is, however, correct only in the
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limit of small lifetime, i.e., gvrT < 1, where g is the magnon
wave vector and vy is the electron Fermi velocity. However,
in the low-temperature limit the lifetime t increases, and as
a result of the anomalous skin effect the intrinsic Gilbert
damping saturates o octan™! qurt /qvr atlow temperature [37],
which is evident from our experimental results.

The model used to calculate the Gilbert damping has some
limitations, i.e., nonlocal damping and more sophisticated
treatment of atomic displacements in terms of phonon self-
energies that may be different in the various crystal phases
are not treated in the model. Therefore, the remaining dis-
crepancies between theoretical and experimental values of the
intrinsic Gilbert damping originate from the incompleteness
of the model used. The samples used in this study are
polycrystalline and therefore sample-inhomogeneity-induced
changes in the phonon self-energy cannot be ignored. Further,
the relaxation/damping of the precessing magnetization due
to sample inhomogeneities is included in the inhomoge-
neous linewidth broadening. Sample inhomogeneities, but also
temperature-dependent nonequilibrium quasiparticle excita-
tions, like phonons and magnons, cause a broadening of the
electronic states. Note that the value of the broadening of Bloch
spectral functions is accessible from experimental probes
such as angular-resolved photoelectron spectroscopy and two-
photon electron spectroscopy. Depending on this broadening,
inter- and intraband electrons transitions occur that affect the
inhomogeneous linewidth. It is well known from literature
[48,49] that in the intraband region usually damping decreases
with increasing broadening of the electronic states, whereas
in the interband region, damping increases with broadening of
the electronic states. Therefore the spin-orbit torque-induced
transitions in conjunction with phonon-induced intermediate
band overlapping and, consequently, scattering, explain the
different temperature dependencies of the inhomogeneous

PHYSICAL REVIEW B 96, 224425 (2017)

linewidth of ordered and disordered samples (see inset of
Fig. 5).

IV. CONCLUSION

In summary, we report temperature-dependent FMR mea-
surements on as-deposited Co,FeAl thin films with different
degree of atomic order. The degree of atomic ordering is
established by comparing experimental and theoretical results
for the temperature-dependent intrinsic Gilbert damping con-
stant. It is evidenced that the experimentally observed intrinsic
Gilbert damping in samples with atomic disorder (A2 and B2
phase samples) decreases with decreasing temperature. Only
one sample exhibits an intrinsic Gilbert damping constant that
increases with decreasing temperature, which we interpret as
originating from high crystallographic order—at least partial
L2, order—by comparison with first-principles calculations.
These temperature-dependent results are explained employing
the torque correction model, including interband transitions
and both interband as well as intraband transitions for
samples with atomic disorder and atomically ordered phases,

respectively.
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