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Effect of Coulomb correlation on charge transport in disordered organic semiconductors
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Charge transport in disordered organic semiconductors, which is governed by incoherent hopping between
localized molecular states, is frequently studied using a mean-field approach. However, such an approach only
considers the time-averaged occupation of sites and neglects the correlation effect resulting from the Coulomb
interaction between charge carriers. Here, we study the charge transport in unipolar organic devices using
kinetic Monte Carlo simulations and show that the effect of Coulomb correlation is already important when the
charge-carrier concentration is above 10−3 per molecular site and the electric field is smaller than 108 V/m.
The mean-field approach is then no longer valid, and neglecting the effect can result in significant errors in
device modeling. This finding is supported by experimental current density-voltage characteristics of ultrathin
sandwich-type unipolar poly(3-hexylthiophene) (P3HT) devices, where high carrier concentrations are reached.
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I. INTRODUCTION

In the past decades, the understanding of charge transport
in disordered organic semiconductors has greatly increased
[1–4]. Assuming incoherent hopping of charge carriers be-
tween localized states and using advanced three-dimensional
(3D) mechanistic modeling techniques, it is now possible
to predict the macroscopic charge transport properties of
organic semiconductors using microscopic information at the
molecular level, including a Gaussian distribution of site
energies, the spatial packing of the material, the distribution of
charge transfer integrals, and the reorganization energies [5–
12]. Device modeling has been carried out using drift-diffusion
[13–18], master-equation (ME) [19–23], and kinetic Monte
Carlo (KMC) [2,24–28] simulation methods. Within drift-
diffusion and ME device simulations, the Coulomb interaction
between the charge carriers is treated using a mean-field
approach: using the Poisson equation, the (time-averaged)
charge density is used to calculate the (time-averaged) electric
field due to the space charge in the device. Only with 3D KMC
simulations, the Coulomb correlation between the individual
charge carriers can be explicitly taken into account.

Both experimental and theoretical work has shown that
in organic field-effect transistors Coulomb correlation can, at
large gate voltages, give rise to a decrease of the field-effect
mobility with increasing gate voltages [29,30]. Theoretical
work indicates that at low temperature and for high carrier
densities, Coulomb correlation in disordered materials can give
rise to various interesting phenomena, such as the formation
of a “Coulomb glass” and ultraslow relaxation effects [31].
In these cases, KMC simulations can provide helpful insights.
KMC simulations are also helpful when studying bipolar de-
vices: the process of exciton formation is then in a parameter-
free and mechanistic way included [32]. When studying unipo-
lar devices, the advantage of using KMC simulations, which
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are computationally more demanding than drift-diffusion or
ME simulations, is not immediately obvious. The question
arises to what extent, in the case of transport in unipolar
sandwich-type devices, mean-field approaches are sufficiently
accurate. Cottaar et al. [33] showed that due to charge accu-
mulation near interfaces, Coulomb correlation can indeed be
important in unipolar devices. On the other hand, for the case
of bulk transport in materials with a Gaussian density of states
(DOS), Zhou et al. concluded from KMC simulations that the
mean-field approach may be used up to a charge concentration
of 10−2 per site [24]. However, in that work only transport
in a relatively large electric field (108 V/m) was studied, not
answering the question what would happen in smaller fields.

In this paper, we show that at lower electric fields
(106−107 V/m), which are relevant to realistic operational
conditions in, e.g., organic light-emitting diodes (OLEDs),
Coulomb correlation can significantly reduce the charge-
carrier mobility in materials with a Gaussian DOS. From
a comparison between ME and KMC simulation results, it
follows that at a concentration of 10−3 charge carriers per
site the mobility reduction can already be a factor of 3 or
larger for materials with realistic energetic disorder. The com-
petition between the Coulomb field due to the charge-charge
interaction and the external electric field leads to an enhanced
field dependence of mobility. The charge-carrier concentration
dependence of the mobility is significantly reduced by the
Coulomb correlation. At large carrier concentrations and
weak disorder, even a distinct decrease of the mobility with
increasing carrier density is found.

The paper is organized as follows. In Sec. II, we describe the
ME (mean-field) and KMC (beyond-mean-field) simulation
methods used. In Sec. III, we compare the charge-carrier
mobility calculated using both methods for systems with a
spatially uniform external field. In Sec. IV, we perform full
device simulations and compare the current density-voltage
characteristics and charge-carrier concentration profiles cal-
culated from ME and KMC modeling. Due to the Coulomb
correlation, a significant difference is found between the
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two modeling approaches using the same set of material pa-
rameters. Subsequently, experimental current density-voltage
characteristics for a series of unipolar poly(3-hexylthiophene)
(P3HT) devices with various thicknesses and corresponding
modeling results are considered, providing an example of a
system for which Coulomb correlation is highly relevant. In
Sec. V, we present a summary and our conclusions.

II. METHODS

The organic semiconductor structure is described as a 3D
cubic lattice with a lattice constant a, representing the actual
molecular sites. The site energies are randomly taken from
a Gaussian distribution with a width (standard deviation) σ .
Charge carriers hop incoherently between neighboring sites,
with a distance and energy difference dependence as given by
the Miller-Abrahams formula [34]. This formalism includes
the probability that hops occur over a large distance. However,
when considering transport at room temperature in single-
component systems with realistic values of σ in the range
0.05 to 0.15 eV and for small values of the effective wave
function decay length (λ � 0.1 nm), the average hop distance
is not much larger than the lattice constant a [21,35]. For
simplicity, we consider in Secs. III and IV A only nearest-
neighbor hopping, but include variable-range hopping in Sec.
IV B when comparing with experimental results. We checked
that varying λ does not change the conclusion of this work.

The KMC simulations are carried out using the Bumblebee
tool [36], within which the method that has been described in
Ref. [25] is implemented. When carrying out device simula-
tions, the systems studied are rectangular boxes consisting of a
number of molecular layers corresponding to the actual device
thickness considered. The boxes have equal dimensions in the
two lateral directions, to which periodic boundary conditions
are applied, and are bounded in the third dimension by the
metallic electrodes at which carrier injection and collection
takes place. To simulate the dynamics of individual charge
carriers, the hopping rates of each carrier are calculated after
including (i) the effect of the potential due to a uniform
applied external field, (ii) the 3D Coulomb potential due to
all individual other charge carriers within a certain sphere
with a cutoff radius Rc [25], (iii) the Coulomb potential due to
the layer-averaged charge density outside the cutoff sphere, as
obtained by solving the Poisson equation, and (iv) the image
potential due to the presence of the two metallic electrodes.
Rc is taken to be large enough, such that a further increase
of Rc does not affect the results (see Sec. III). When using
KMC simulations for calculating the mobility in the presence
of a uniform external field and for a spatially uniform average
charge-carrier concentration, the system studied is a cubic box
with periodic boundary conditions in all three directions. The
electrostatic potential that determines the hopping rate of each
carrier is then only determined by the contributions from all
other individual carriers within the cutoff radius and by the
potential due to the uniform external field.

Similarly, boxes with periodic boundary conditions in two
or three directions were considered when carrying out ME
device simulations and mobility studies, respectively. The
Coulomb interaction is then treated in a mean-field way, which
is equivalent to the case of KMC simulations with Rc = 0.

The self-consistent steady-state occupational probability at
all molecular sites is obtained numerically. Subsequently,
the current density is calculated by summing the products
of all hopping rates multiplied by the corresponding site
occupational probabilities [21,22]. The image-charge effect is
taken into account using a method that most accurately mimics
the results obtained from KMC simulations [22].

All simulations are continued until steady state conditions
are reached, and (in the case of KMC simulations) until the
mean (time-averaged) current density can be obtained with
a sufficient statistical accuracy. The results do not depend
on the initial conditions such as the initial distribution of
charge carriers in the system. To avoid finite size effects when
treating disordered systems, the simulation box sizes need
to be sufficiently large [37]. For device simulations, we use
boxes containing approximately 1.6 × 105 sites (such that for
thinner devices the lateral box dimensions are correspondingly
larger). For simulations with periodic boundary conditions in
all three directions we use cubic boxes with 106−3 × 106

sites. The calculated mobility and current density values are
averaged over typically 5−10 boxes with different disorder
configurations.

III. CHARGE-CARRIER MOBILITY

A. Simulation results

In this section, we study the Coulomb correlation effect
on the charge-carrier mobility for a Gaussian energy disorder,
using parameter values that are typical for disordered organic
semiconductors [5,9,21,22]. For all systems, a is taken equal
to be 1 nm. The hopping rate to a nearest-neighbor site with
an equal site energy, ν1, is taken equal to 3.3 × 1010 s−1.
We first focus on systems with a fixed relative dielectric
constant, εr = 3, studied at a temperature T = 290 K. The
electric field F is varied from 106 V/m to 108 V/m and the
charge-carrier concentration c is varied from 10−5 to 10−2

carriers per site. The values of the energetic disorder strength
considered are σ = 0.05, 0.10, and 0.15 eV, corresponding to
values σ/(kBT ) that are approximately equal to 2, 4, and 6,
respectively. Here kB is the Boltzmann constant. The size of
the simulation box is 150 × 150 × 150 for c = 10−5 and 10−4,
and 100 × 100 × 100 for c = 10−3 and 10−2. Within the KMC
simulations, the Coulomb cutoff radius Rc is taken to be 15 nm
for c = 10−5, 10−4, and 10−3, and 10 nm for c = 10−2. With
these values, accurate and converged results are obtained. The
mobility values from ME and KMC simulations are extracted
following the methods in Refs. [21,24].

Figure 1 shows the charge-carrier mobility as a function of
the electric field, at various charge-carrier concentrations and
disorder strengths, as obtained from ME (solid curves) and
KMC (symbols) simulations. We find that well below c = 10−4

the mobilities as obtained from the ME and KMC simulations
agree very well and conclude that the mean-field approach is
then valid (see Fig. 2). However, the Coulomb correlation leads
for c = 10−4 at low fields already to an observable reduction
of the mobility. For c = 10−3, the mobility reduction can be
as large as a factor 3 or even more, while for c = 10−2 the
mobility reduction at low fields ranges from a factor of about
30 for σ/(kBT ) = 6 to more than a factor 300 for σ/(kBT ) = 2.
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(a)

(b)

(c)

FIG. 1. Calculated charge-carrier mobility μ as a function of
the electric field F , at various charge-carrier concentrations c and
disorder strengths σ , for relative dielectric constant εr = 3 and
T = 290 K. Solid curves: ME results (μME). Symbols: KMC results
(μKMC). Dashed curves: μME multiplied by the empirical mobility
reduction factor given by Eqs. (1)–(3).

The mobility reduction decreases as the electric field increases,
so that the field dependence of the mobility is enhanced by
Coulomb correlation. When the external field dominates over
the Coulomb field, the mobility reduction due to Coulomb
correlation is small. Consistent with the results of Zhou et al.
[24], the mobility reduction is very small at F = 108 V/m.

(a)

(b)

FIG. 2. Calculated charge-carrier mobility μ as a function of
the carrier concentration c, at various disorder strengths σ (a) or
temperature T (b), for F = 107 V/m and relative dielectric constant
εr = 3. Solid curves: ME results (μME). Symbols: KMC results
(μKMC). Dashed curves: μME multiplied by the empirical mobility
reduction factor given by Eqs. (1)–(3).

At F = 2 × 108 V/m, the effect is almost negligible. For c =
10−2 and small electric fields, the system behaves in the KMC
simulations to some extent similarly to a strongly Coulomb-
correlated system (“Coulomb glass”) [38–41]: the convergence
to a well-defined thermal equilibrium state becomes very slow.
We are, at this high carrier concentration, therefore unable to
obtain converged results for electric fields below 107 V/m.

At low fields, the Coulomb correlation strongly affects the
carrier concentration dependence of the mobility. This may be
seen from Fig. 2, which shows for three values of the disorder
strength and temperature the carrier concentration dependence
of the mobility at a field F = 107 V/m. The mobility increases
outside the low-concentration independent-particle (Boltz-
mann) regime with increasing carrier concentration due to the
filling of deep states that would otherwise act as traps. How-
ever, at low fields this effect is strongly reduced for the KMC
results due to the Coulomb correlation, and for systems with a
small disorder even a distinct decrease of the mobility is found.

The reduction of the mobility due to the Coulomb corre-
lation is found to depend strongly on the relative dielectric
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(a)

(b)

(c)

FIG. 3. Calculated charge-carrier mobility μ as a function of
the relative dielectric constant εr at various carrier concentrations
c, for σ = 0.1 eV, F = 107 V/m, and T = 290 K. Solid curves:
ME results (μME). Symbols: KMC results (μKMC). Dashed curves:
μME multiplied by the empirical mobility reduction factor given by
Eqs. (1)–(3).

constant εr. Figure 3 shows the dependence of the mobility on
εr for systems with various values of the carrier concentration,
for σ = 0.1 eV, F = 107 V/m, and T = 290 K. For the largest
carrier concentration considered (c = 10−2), the mobility
varies over more than one order of magnitude when εr is
varied in the range 2.5–4.5. We have verified that in the limit of
εr → ∞ (where Coulomb correlation vanishes), the ME and
KMC approaches yield identical results.

B. Parameterization scheme

When a mean-field approach is applicable, the mobility
function may be written as the product of the mobility in
the limit of zero carrier concentration, zero field and infinite
temperature, μ0, multiplied by a universal function that only
depends on reduced (dimensionless) parameters: the carrier
concentration c, the relative disorder strength σ̂ = σ/(kBT ),
and the reduced field F̂ = eaF/σ [21]. The universal mobility
function may then already be determined by studying the
mobility for a single value of the material parameters a

and σ . We note that the latter only holds for the case of
transport dominated by nearest-neighbor hopping considered
in the present section. When variable-range hopping becomes
dominant, the wave function decay length λ enters as a
parameter in the field dependence [42].

For systems in which Coulomb correlation is significant, εr

becomes a relevant material parameter. We follow an empirical
approach that aims at providing a fair description of the

reduction of the mobility due to the Coulomb correlation, using
a minimal set of dimensionless parameters.

We find that the following parametrization scheme
provides a fair description of the ratio of the mobility μKMC as
obtained from the KMC approach, which includes the effect
of Coulomb correlation, and the mobility μME as obtained
from the ME approach:

μKMC(c,T ,F )

μME(c,T ,F )
= 1 − f1(c,T ,F )f2(c,T ), (1)

with

f1(c,T ,F ) = exp

⎡
⎣−

( |F |
2F0c

1
3

εr

3

)(
1+ c

0.01
290
T

)⎤
⎦, (2)

and

f2(c,T ) = tanh

⎧⎨
⎩

3

εr

[(
1 + 0.5

σ

kBT

)
c

c0

](
290
T

−0.1 σ
kBT

)⎫⎬
⎭. (3)

Here, F0 = e/(4πε0εra
2) is the electric field at a distance

a from a unit charge, and c0 = ε0εrkBT a/e2 is the carrier
concentration at which the Debye screening length is equal
to a. The function f1 contains the normalized electric field
dependence of the mobility reduction, and the function f2

contains the relative mobility reduction in the limit of zero
electric field, as a function of the carrier concentration. Be-
cause of the complexity of the effects of Coulomb correlation,
the carrier concentration and temperature dependence are not
fully separable, and both variables c and T appear in both f1

and f2. Consistent with the results in Fig. 1, the function f1

describes an s-shape dependence on the electric field.
In Figs. 1–3, the mobility as obtained using this

parametrization scheme is indicated by the dashed curves.
Although, for the cases studied, the comparison with the KMC
simulation data is good, further testing by more extensively
varying the simulation parameters is needed, because the
mobility reduction does not simply depend on the relative
disorder strength σ̂ and the reduced field F̂ (Fig. 2). The results
of such a study are given in figures S1–S4 of the Supplemental
Material [43]. In Fig. S1, a comparison is given between the
simulated field dependence of the mobility obtained (1) at
290 K, for disorder strengths σ = 0.075, 0.10, and 0.15 eV,
and (2) at disorder strength σ = 0.10 eV, for temperatures
T = 387, 290, and 193 K. The simulations are thus in both
cases carried out for relative disorder strengths σ̂ = 3, 4, and
6, as realized by either varying the disorder strength or the
temperature. This figure shows that these two ways of varying
the relative disorder strength lead to a distinctly different field
dependence of the mobility, confirming that c, σ̂ , and F̂ are
no longer the only relevant dimensionless parameters when
the Coulomb interaction is included. Fig. S2 gives a similar
comparison for the carrier concentration dependence of the
mobility. Also in this case, clear deviations from a dependence
on only σ̂ are apparent. The range of parameters for which the
εr-dependence of the mobility has been studied is extended in
Fig. S3 by including the dependence on σ , and in Fig. S4 by
including the dependence on T , in both cases for two values of
F . For all these additional cases, the parametrization scheme
is found to provide a fair description of the simulation data.
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IV. CURRENT DENSITY IN DEVICES

A. The Coulomb correlation effect in unipolar
sandwich-type devices

In this section, we investigate the impact of Coulomb
correlation on the current density and charge-carrier density in
unipolar sandwich-type devices. We focus on the transport at
290 K through a single layer of an organic semiconductor with
σ = 0.1 eV and εr = 3, in devices with a varying thickness
(L) and a varying injection barrier (�) that is equal at the
two electrode interfaces. Figure 4 gives the ratio JKMC/JME

of the current densities as obtained from KMC and ME
simulations. This ratio gives the reduction of the current
density obtained with the KMC approach, which includes
Coulomb correlation, with respect to current density obtained
from the ME approach. Because recently a technique has
been developed for fabricating devices with organic layer
thicknesses as small as 5 nm (see the next subsection),
simulation results down to that thickness have been included in
the figure. We note that the devices with zero injection barrier
required a particularly strong simulation effort, because a very
large fraction of the total number of Monte Carlo steps involves
charge injection and collection events at the interface between
one of the electrodes and the adjacent organic layer, yielding
hardly any net contribution to the current density.

For the devices with the largest injection barrier considered
(0.4 eV), the simulations show that Coulomb correlation is for
almost all cases studied negligible. This may be understood
from the small carrier concentration in the bulk of the
devices, which results from the large injection barrier. As
an example, Fig. 5(a) shows the charge-carrier concentration
profile as obtained from the ME and KMC simulations for

FIG. 4. Ratio JKMC/JME of the current densities JKMC and JME as
obtained from KMC and ME simulations, respectively, for symmetric
unipolar sandwich-type devices at various device thicknesses L

and injection barriers �, for V/L = 107 V/m (a) and V/L =
108 V/m (b), respectively. The devices contain a single layer of a
semiconductor with a Gaussian DOS of width σ = 0.1 eV and with
εr = 3, studied at T = 290 K.

FIG. 5. Simulated carrier concentration profiles for symmetric
unipolar devices with σ = 0.1 eV at T = 290 K. (a) 100-nm-thick
device with an injection barrier � = 0.4 eV, studied at a voltage
V = 1 V. (b) 10-nm-thick device with � = 0 eV, at V = 1 V.
Solid curves: ME results. Symbols: KMC results. The displayed
carrier concentration is equal to the laterally averaged site occupation
probability.

a 100-nm device at 1 V. There is no significant difference
between the profiles. In almost the entire device, the charge-
carrier concentration is smaller than 10−4. Consistent with
the simulation results discussed in Sec. III, no significant
effect of Coulomb correlation is observed. We note that
the charge-carrier concentration in the layer adjacent to the
electrodes is actually larger than the value of about 1.8 × 10−4

that is expected under near-thermal-equilibrium conditions
when the image-charge interaction is neglected. Including
the image-charge effect thus increases in this case the carrier
concentration in the interface layer by more than one order of
magnitude. Somewhat unexpectedly, JME is for thin devices
and large device-averaged fields smaller than JKMC. We
tentatively explain this as a “declotting” effect, illustrated in
Fig. 7 of Ref. [25]. In the absence of Coulomb correlation,
clots of carriers in energetically low-lying sites can occur. The
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Coulomb interaction causes a declotting by the repulsion of
carriers, so that new pathways open up and the carriers are
more free to move.

For devices with smaller injection barriers (0.2 and 0
eV), Coulomb correlation can significantly reduce the current
density. The reduction is stronger at lower voltages and smaller
thicknesses, consistent with the results discussed in Sec. III.
For example, for a realistic 50-nm-thick device with a 0.2 eV
injection barrier at V = 0.5 V, the reduction of the current
density by Coulomb correlation is around a factor of 2. For
10-nm-thick devices at 0.1 V the reduction is already a factor
of 4. In Fig. 5(b), the charge-carrier concentration profiles for
the case of � = 0 eV, L = 10 nm, and V = 1 V are shown.
The results obtained from the ME and KMC simulations
are significantly different. The mobility reduction is largest
near the electrodes, where the charge-carrier concentration is
largest, so that when including Coulomb correlation the carrier
concentration increases near the electrodes and decreases in
the bulk of the organic layer.

One may ask whether the parametrization scheme Eqs. (1)–
(3) can be directly incorporated into a one-dimensional drift-
diffusion model. However, this is not immediately obvious.
First, the Coulomb interaction is a long-range interaction.
As the parametrization scheme is obtained for a uniform
carrier concentration and electric field, it is not a priori clear
whether the results will hold for a device, in which the carrier
concentration and electric field can locally change abruptly
(Fig. 5). Second, when the carrier concentration is around
10−2, the carrier relaxation process is very slow. It is possible
that the carrier relaxation time exceeds the carrier transit time
over a thin device. While the parametrization scheme applies
to a fully relaxed carrier mobility, carriers in a thin device may
actually not be relaxed.

B. Comparison with experiment

To investigate the relevance of the Coulomb correlation in
realistic devices, we use the simulation approach developed
in this work to analyze the hole-only current density-voltage
characteristics of ultrathin sandwich-type devices with re-
gioregular poly(3-hexylthiophene) (P3HT) layers in between
gold electrodes measured recently by Wilbers et al. [44]. The
authors demonstrated that by spin-coating P3HT layers on a
gold bottom electrode, followed by gently contacting a pat-
terned gold top electrode using a wedging transfer technique,
devices can be fabricated reliably with P3HT layer thicknesses
down to 5 nm. They found that drift-diffusion simulations,
which do not account for Coulomb correlation, describe the
experimental current density-voltage characteristics of thick
(100 nm) devices well, but fail to describe those of very thin
(5 and 10 nm) devices.

In Fig. 6, we compare the experimental current density-
voltage characteristics obtained for 100-, 40-, 10-, and 5-nm
thick devices with the results of ME and KMC simulations.
The simulation parameters are a = 1 nm, λ = 0.33 nm, σ =
0.077 eV, � = 0 eV, and ν1 = 1.5 × 1010 s−1. The relative
dielectric constant has been taken equal to the measured value
[45]: εr = 4.4. The other parameters were obtained by fitting
the experimental results obtained for the 100-nm devices to ME
results. As the value of the wave function decay length λ is

relatively large, we consider in the simulations hopping to 124
neighbors. The injection barriers at both electrodes are taken
equal, consistent with the analysis of the experimental data
given in Ref. [44]. In the figure, we have included all available
experimental data that were obtained for devices with the same
circular surface area, with a diameter of 2 μm. There are three
nominally identical 100-nm devices (open squares, triangles,
and diamonds), two nominally identical 40- and 10-nm devices
(open squares and triangles), and there is one 5-nm device
(open squares). The simulation parameters are kept equal for
all layer thicknesses.

For the 100-nm devices, the ME and KMC simulations
yield only slightly different current density-voltage curves.
The somewhat better overall agreement of the ME simulation
results with experiment is not unexpected since the parameters
are only optimized for the ME simulations. The difference
between both approaches is significantly larger for the thinner
devices. Although, for the 40-nm devices, the ME and KMC
simulation results differ at low voltages already by about half
an order of magnitude, it is, in view of the experimental
sample-to-sample variation for this case, not yet possible
to conclude that the KMC simulations provide a better
description. However, for the 5- and 10-nm devices, the KMC
simulations do provide a significantly better overall description
than the ME simulations, although the agreement is not perfect.
The simulations overestimate the temperature dependence
of the characteristics. Beyond parameter optimization, there
may be additional causes. Firstly, the actual morphology
of the polymer may, at such small thicknesses, be more
important for charge transport, so that the lattice model
used in this work is not fully adequate. Secondly, when
decreasing the organic layer thickness, the current density-
voltage characteristics become more sensitive to the charge
injection and collection processes at the electrode interfaces,
which may not be described to a sufficient level of accuracy.
The smaller temperature dependence of the current density
for small device thicknesses might indicate that the role of
longer-distance temperature-independent tunneling processes
becomes more significant [44]. Nevertheless, we conclude
from our analysis that Coulomb correlation can indeed have a
significant effect on current density-voltage characteristics of
thin sandwich-type devices.

V. SUMMARY AND CONCLUSIONS

We have studied charge transport in organic semiconductors
with Gaussian energetic disorder using ME and KMC simu-
lations. The KMC simulations include Coulomb correlation,
which is neglected in the ME simulations. When the charge-
carrier concentration is above 10−3 per molecular site and the
electric field is smaller than 108 V/m, the ME approach is
found to lead to a significantly larger charge-carrier mobility
than the KMC approach. The reduction of the mobility due
to Coulomb correlation is found to be fairly well described
using a simple empirical parametrization scheme. Further
theoretical studies are required to develop the physical basis
for this parametrization scheme and will possibly provide a
refinement.

For sandwich-type devices, we find that ME modeling can
predict the thick devices well, but can lead to significant errors
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FIG. 6. Current density-voltage characteristics for P3HT devices, for various active layer thicknesses and temperatures. The open symbols
are the experimental data. Open squares, triangles, and diamonds are characteristics of different samples fabricated under nominally identical
conditions. The data given by the open squares are also shown in Fig. 4 of Ref. [44]. Solid curves: ME results. Filled symbols: KMC results.

in the current density and carrier concentration profile, in
particular for thin devices with small injection barriers at low
voltages. From a comparison of ME and KMC simulation re-
sults with experimental current density-voltage characteristics
of P3HT-based unipolar devices, we conclude that Coulomb
correlation can indeed be of significant importance under
realistic circumstances.
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