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We report on the magnetic field dependence of half-integer quantized conductance plateaus (HQPs) in InAs
quantum wires. We observe HQPs at zero applied magnetic field in InAs quantum wires fabricated from a
high-quality InAs quantum well. The application of in-plane magnetic field causes Zeeman splitting of the HQP
features, indicating that the origin of the observed HQP is not spontaneous spin polarization. Additionally we
observe that the conductance of the split HQPs decreases gradually as the in-plane magnetic field increases. We
finally assume electron-electron interaction as a possible mechanism to account for the zero-field HQPs and the
anomalous field dependence.
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Since the seminal discovery of quantized conductance
plateaus in quantum wires [1], anomalous conductance plateau
quantization which is widely reported experimentally has
been an intriguing topic in mesoscopic physics. This topic
has been studied extensively from various aspects includ-
ing the Tomonaga-Luttinger liquid (TLL), spontaneous spin
polarization, and the Kondo effect. In the 1990s, it was
reported that quantized plateau conductance of long GaAs
quantum wires decreases at high temperature but maintains
the plateau shape observed at lower temperatures [2–4]. This
conductance reduction was explained as a property of the
TLL, a one-dimensional electron liquid with electron-electron
(e-e) interaction [5–8]. In 1996 another anomalous feature, the
so-called 0.7 anomaly, was reported in GaAs quantum wires
[9]. The anomaly appears as a shoulder or plateau-like structure
at 0.7 × 2e2/h in addition to the quantized conductance
plateaus. Although the 0.7 anomaly has been theoretically and
experimentally studied [10–17], the origin remains a subject
of debate.

Furthermore, anomalous conductance plateaus at half-
integer multiples of quantized conductance (HQPs) have been
observed even at zero magnetic field (B = 0 T) in GaAs
quantum wires [18–20], carbon nanotubes [21], and InAs
(InGaAs) quantum wires [22–24]. The observation of HQPs at
B = 0 T is striking because we naively expect that spin states
are degenerate, resulting in plateaus at multiples of 2e2/h, and
therefore that steps quantized at e2/h appear only in a spin-
resolved quantum wire at finite magnetic field. HQPs were
often reported in quantum wires with intrinsic or electric-field
induced spin-orbit interaction (SOI). Therefore, the origin is
sometimes interpreted as spin-related phenomena caused by
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SOI. Although there are several theoretical suggestions for the
origin, such as spontaneous spin polarization [22,23,25], the
Stern-Gerlach mechanism [24], a “spin-incoherent” Luttinger
liquid (SILL) [26,27], and a nuclear spin helix (NSH) [20,28–
30], the underlying physics is still controversial, much like the
0.7 anomaly. According to the spontaneous spin polarization
(SSP) scenario, the lateral SOI and the e-e interaction invokes
SSP resulting in the appearance of zero-field HQPs. The
Stern-Gerlach mechanism (SG) suggests that the spin-filter
effect invoked by SOI around the entrance of the wire results
in different transmission probabilities, 0 and 1, for spin-up and
spin-down electrons, respectively, resulting in the zero-field
HQPs. Unlike the above two scenarios, SILL and NSH do
not require SOI. SILL relies on a finite-temperature effect
preventing the spin density wave mode from propagating
and NSH relies on helix order of nuclear spins in a TLL.
In experiments to feature the zero-field HQPs, the in-plane
magnetic field dependence is critical because SSP and SG
scenarios predict peculiar magnetic field dependence of HQPs
that is not expected in conventional quantized conductance
plateaus. The field dependence can also have important
implications in recent studies on the spin effects in hybrid
semiconductor-superconductor devices. Indeed application of
in-plane magnetic field is a key ingredient for the creation of
Majorana fermions in a combined system of a quantum wire
with strong SOI and an s-wave superconductor [31–36].

Here we report on an experimental study of in-plane
magnetic field dependence of the zero-field HQPs observed
in InAs quantum wires fabricated from a quantum well.
We discuss the validity of the most likely scenarios for the
observed HQPs including SSP, SG, SILL, and NSH, but not
all possible mechanisms. Note that we here study in detail
the Zeeman effect because SSP, SG, SILL, and NSH predict
different characteristic dependencies on B allowing the valid
mechanism for HQPs to be identified.
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FIG. 1. (a) A schematic cross section of the fabricated quantum
wire devices. (b) An optical image of the 0.8-μm-long wire device.
The yellow part is a top-gate electrode and there are two side-gate
electrodes. (c) The differential conductance Gd as a function of top-
gate voltage Vtg obtained at T = 1.5 K in the first cool-down of the
device is shown. There are 4 conductance plateaus observed at 0.5,
1.0, 1.5, and 2.0 × 2e2/h. (d) Gd vs Vtg in the second cool-down of
the device. Each curve is obtained at a different side-gate voltage Vsg

between −0.5 V < Vsg < 0.0 V. The conductance of plateaus has a
negligible dependence on Vsg .

Since InAs has a large g factor, resulting in a large Zeeman
effect, and our quantum well has high mobility even at low
carrier density, we clearly observe the Zeeman splitting of
HQPs with an in-plane magnetic field, indicating that SSP
does not occur. The observed magnetic field dependence is
symmetric about the B = 0 T, indicating that SG is not the
mechanism at play. Furthermore we found that increase of
the in-plane magnetic field makes the conductance of HQPs
smaller. We propose that these observed phenomena may be
assigned to SILL in the quantum wire.

We fabricated quantum wire devices from a two-
dimensional electron gas (2DEG) in InAs quantum wells
[37–39]. The InAs well is 4 nm thick and the carrier density and
mobility of the 2DEG are 3 × 1011 cm−2 and 30 m2 V−1 s−1,
respectively. The mobility is remarkably high for such a low
2DEG density as compared to that used in most of the previous
reports on HQPs. The e-e interaction plays an important role
in the electron transport of quantum wires with a low carrier
density, because the interaction strength is proportional to the
carrier density n while the kinetic energy is proportional to n2.

A schematic cross section of the fabricated quantum wire
is shown in Fig. 1(a). In order to form a 200-nm-wide
quantum wire with side-gate electrodes, the unnecessary parts
of the 2DEG were etched away using a H3PO4-based etchant
following the fabrication of a top-gate electrode (Ti 5 nm, Au
30 nm) which is used as a mask. In this Rapid Communication
we focus on a wire of 0.8 μm length but to investigate
the reproducibility we have also measured a 1.4-μm-long
wire. Figure 1(b) shows an optical microscope picture of the
0.8-μm-long wire. The calculated mean-free path of the 2DEG

is about 2.7 μm, which is sufficiently larger than the wire
length. This means the wire transport is ballistic. We measure
the differential conductance, Gd = dId/dVsd where Id and Vsd

are the drain current and source-drain voltage, respectively,
using a four-terminal method to eliminate contributions from
the conductance of the 2DEG in regions other than the wire.
Measurements are performed in the temperature range of
T = 3.4 K to 1.5 K using standard lock-in techniques. Due
to restrictions of our setup, we warmed up the devices once
when changing the orientation of the in-plane magnetic field.
We applied in-plane magnetic fields parallel and perpendicular
to the wire in the first and second cool-downs, respectively.

Figure 1(c) shows Gd as a function of the top-gate voltage
Vtg at a side-gate voltage of Vsg = −0.5 V at T = 1.5 K in the
first cool-down of the device. We applied the same negative
gate voltage on both side-gate electrodes to suppress the
possible surface accumulation states which remain as localized
states on the edge and would work as scattering centers
suppressing plateau conductance. Therefore, the negative Vsg

reducing the localized states increases the conductance of some
HQPs. In this figure we observe clear conductance plateaus at
the half-quantized conductance, Gd = 0.5 and 1.5 × 2e2/h.
In contrast to previous reports, in which zero-field HQPs only
appear at Gd = 0.5 × 2e2/h, we observe an additional plateau
at Gd = 1.5 × 2e2/h. We note that the wire was unstable
when sweeping Vsg , especially below −0.5 V, probably due
to charging at the etched surface. Therefore, we fixed Vsg and
varied the carrier density using Vtg . In the second cool-down,
we observe similar HQPs in the range of −0.5 V � Vsg � 0
V as shown in Fig. 1(d). We note that HQPs are observed
even at Vsg = 0 V. To characterize the wire properties, we
measured temperature dependence [40] and bias voltage, Vsd ,
dependence [41], successfully demonstrating that the device
shows the expected features of a one-dimensional electron
system, excluding the anomalous plateau conductance. In
these measurements, no evidence of the 0.7 anomaly and
no apparent signatures from impurities are found [40,41].
The small structures around 0.25 × 2e2/h can be found in
Fig. 1(c) and also in Fig. 1(d) with Vsg = 0 V. However the
small structures vanish with Vsg = −0.5 V in Fig. 1(d) [and are
not reproduced in the 1.4-μm-long wire as seen in Fig. 4(a)].
Therefore, we regard these structures as originating from the
possible localized states of the accumulation layer and not
from the same mechanism as HQPs.

Now we investigate the in-plane magnetic field dependence
of the transconductance, Gtr , to study the mechanism generat-
ing zero-field HQPs, specifically whether the HQPs are related
to the spin-related phenomena, SSP and SG. First, we applied
an in-plane magnetic field parallel to the wire, B‖. Gtr as
a function of Vtg and B‖ is plotted in Fig. 2(a). The bright
regions (indicating low Gtr ) correspond to the conductance
plateaus, while the dark regions indicate the plateau transitions
forming diamond-like features with white dashed lines as a
guide for the eye. In this case, the diamond-like feature is
explained by the Zeeman effect resolving the spin degeneracy
as previously observed in p-type GaAs quantum wires under
magnetic fields [42,43]. The Zeeman effect makes the dark
regions split into two dark lines as the magnetic field increases
from B‖ = 0 T. We can convert Vtg to an energy using the
results of bias measurement [41] allowing the evaluation of
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FIG. 2. (a) Gtr as a function of Vtg and B‖. Zeeman splitting of
the subbands is clearly seen as diamond-shaped structures, indicated
with white dashed lines. (b) Gtr as a function of Vtg and B⊥. The
field dependence is very similar to the dependence in the B‖ case.
(c) Gtr as a function of Vtg and B⊥ around B⊥ = 0 T. The observed
structures are symmetric about B⊥ = 0 T.

the gfactor from the splitting of the dark lines, resulting in 5.1
for the 0.5 × 2e2/h plateau. This value is consistent with that
previously reported for InAs systems (quantum dot, 3 ∼ 9;
bulk, 14) [37–40]. The present observation clearly indicates
that the subbands are spin degenerate at B‖ = 0 T and the
degeneracy is lifted by application of B‖.

To further confirm the Zeeman effect, we measured Gtr in
the presence of an in-plane magnetic field B⊥ perpendicular to
the wire, and plot the obtained result in Fig. 2(b). As expected
from the B‖ experiment of Fig. 2(a), we observe a diamond-
shaped Gtr pattern produced by the Zeeman effect. The g

factor derived from the white dashed lines which split from
the transition between the 0.5 and 1 × 2e2/h plateaus at 0 T is
5.9, consistent with that obtained from the B‖ dependence. This
consistency is also reported in the (In, Ga)As quantum point
contact [44,45]. There is no qualitative difference between the
B⊥ and B‖ measurements as shown in Figs. 2(a) and 2(b). In
addition, we closely measured the B⊥ dependence of the Gtr

vs Vtg around B⊥ = 0 T shown in Fig. 2(c). All of the main
features in Fig. 2(c) are symmetric about B⊥ = 0 T.

We now consider the plateau conductance in finite magnetic
fields. Figure 3(a) shows Gd at Vsd = 0 V as a function of Vtg

measured for various values of B‖ < 6 T in panel (c) and
B⊥ < 6 T in panel (d). Surprisingly the conductance of the
lowest plateau at high magnetic fields is smaller than e2/h, as
highlighted by arrows on the B = 6 T traces in both figures.
The conductance gradually decreases, starting from a value of
about e2/h (indicated by arrows on the B = 0 T traces) as
the magnetic field increases. These anomalous magnetic field
dependencies are obtained for the conductance measured at
Vsd = 0 V, so the mechanism is different from the bias-induced
plateaus discussed in the Supplemental Material [41].

Finally we measure a longer wire device (1.4 μm length) to
check the reproducibility of the HQP data. Figure 4(a) indicates
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FIG. 3. (a) Gd vs Vtg obtained at different B‖ are shown. The
horizontal axis shows the result at 6 T and the other results are
incrementally shifted by 0.004 V for clarity. The lowest plateau
conductance is less than 0.5 × 2e2/h and the plateau conductance
gradually decreases as B‖ increases. (b) Gd vs Vtg obtained at different
B⊥ are shown. The horizontal axis shows the result at B⊥ = 6 T and
the other results are incrementally shifted by 0.005 V for clarity. The
main features are the same as obtained in the B‖ case.

the Gd vs Vtg obtained at T = 1.5 K in the case of Vsg = 0,

−2.0, and −4.0 V, respectively. The zero-field HQP appears
at Gd = 0.5 × 2e2/h in addition to the quantized plateau at
Gd = 2e2/h. Figure 4(b) shows Gtr vs Vtg with Vsg = −2.0 V
measured as a function of B‖ and Vtg . From this dependency,
we can estimate the Landé g factor of 5.6, which is consistent
with the estimated value in the 0.8-μm-long wire devices.
Figure 4(c) shows the Gd vs Vtg at 0 T � B‖ � 8 T. In Fig. 4(c)
Gd of the plateaus at finite magnetic fields as indicated by two
arrows for 4 and 8 T is smaller than that at 0 T. The main
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FIG. 4. (a) Gd vs Vtg of the 1.4-μm-long wire device with
different Vsg . Plateaus at 0.5 and 1.0 × 2e2/h are observed. (b)
Transconductance as a function of B‖ and Vtg . Diamond structure
originating from the Zeeman splitting is found as similar to the case
of the 0.8-μm-long wire. (c) Gd vs Vtg obtained at 0 T < B‖ <

8 T. The horizontal axis shows the result at B‖ = 0 T and the other
results are incrementally shifted by −0.002 V for clarity. The plateau
conductance at finite magnetic field is lower than the 2e2/h, as
highlighted by arrows indicating the plateau at 8 T, 4 T, and 0 T.
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features of HQPs observed in the 0.8-μm-length wire device
are all reproduced in the longer wire device, and therefore we
conclude that this anomalous conductance reduction observed
at high fields is not due to impurities or roughness in the wires
but an intrinsic phenomenon.

We first discuss the observed features in the context of
predictions from SSP and SG. Both proposed mechanisms are
based on strong SOI predicted to generate HQPs previously
observed in InAs or InGaAs quantum wires. First, SSP is not
suitable to explain our results, especially the Zeeman splitting
or the zero-field HSQ features. The observed Zeeman splitting
is strong evidence that HQPs consist of spin-degenerated
subbands. Additionally, the proposed spin polarization mech-
anism requires a lateral electric field induced by asymmetry
in the side gating, whereas we observe the zero-field HQPs
even at Vsg = 0 V. SG also does not hold for our results.
In this mechanism, the subbands are spin degenerated but
the transmittance of the wire depends on the spin direction
perpendicular to the plane of the injected electrons. Therefore
it is expected that the subband energy of HQP decreases when
B⊥ is applied in the same direction as the injected electron spin,
while the energy increases when B⊥ is applied in the opposite
direction. The B⊥ dependence in the dc bias measurement
should be asymmetry about B⊥ = 0 T. However, we do not
recognize any such asymmetry as shown in Fig. 2(c).

For several reasons we conclude that HQPs and the
anomalous reduction of the HQP conductance with magnetic
field arise from e-e interaction. First, there is no significant dif-
ference between the B‖ dependence and the B⊥ dependence, in
contrast to expectations for spin-related phenomena. Second,
plateau conductance significantly below e2/h is difficult to
explain with a single-electron picture which would result in
e2/h as the lowest plateau conductance in the ballistic transport
regime. At least, we can conclude that the magnetic field
dependencies are not explained by SSP and SG, namely the
mechanisms with strong SOI in the wire. Therefore, we suspect
that the observed features are assigned to SILL or NSH, the

mechanism induced by the e-e interaction (related phenomena
to TLL). However SILL and NSH cannot be assigned to the
anomalous conductance reduction induced by the in-plane
magnetic fields. In order to completely reveal the mechanism,
further theoretical and experimental efforts are required. For
example, an experimental study of wires formed by split-gate
and center-gate electrodes in order to reveal the carrier density
dependence may be significant to reveal the mechanism.

In summary, we experimentally studied the electron trans-
port in InAs quantum wires and its in-plane magnetic field
dependence. Using a high-quality InAs quantum well with
large g factor, we observed HQPs and the in-plane magnetic
field dependence of the Zeeman splitting, indicating that HQPs
are formed from spin-degenerated subbands. In addition,
we discovered that the HQP plateau conductance decreases
as the in-plane magnetic field increases. These results are
inconsistent with predictions from the previously proposed
mechanisms such as the spontaneous spin polarization and
the Stern-Gerlach mechanism. Though not clarified we finally
assume the e-e interaction as a possible mechanism to account
for the observed HQP feature.
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