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Full-switching FSF-type superconducting spin-triplet magnetic random access memory element
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In the present work a superconducting Co/CoOx /Cu41Ni59/Nb/Cu41Ni59 nanoscale thin film heterostructure is
investigated, which exhibits a superconducting transition temperature, Tc, depending on the history of magnetic
field applied parallel to the film plane. In more detail, around zero applied field, Tc is lower when the field is
changed from negative to positive polarity (with respect to the cooling field), compared to the opposite case. We
interpret this finding as the result of the generation of the odd-in-frequency triplet component of superconductivity
arising at noncollinear orientation of the magnetizations in the Cu41Ni59 layer adjacent to the CoOx layer. This
interpretation is supported by superconducting quantum interference device magnetometry, which revealed a
correlation between details of the magnetic structure and the observed superconducting spin-valve effects.
Readout of information is possible at zero applied field and, thus, no permanent field is required to stabilize
both states. Consequently, this system represents a superconducting magnetic random access memory element
for superconducting electronics. By applying increased transport currents, the system can be driven to the full
switching mode between the completely superconducting and the normal state.

DOI: 10.1103/PhysRevB.96.184521

I. INTRODUCTION

The possible existence of a superconducting state in a
spin-split electron system (i.e., in the presence of an exchange
field) was theoretically predicted already a long time ago
by Fulde-Ferrell [1] and Larkin-Ovchinnikov [2] (FFLO).
However, experimental evidence is scarce [3], because the
spin-alignment tendency of ferromagnetism is in direct conflict
with spin-singlet superconductivity generated by electron pairs
(Cooper pairs) of opposite spin [4].

More recently a quasi-one-dimensional FFLO-like state
was theoretically predicted [5–7] in thin-film heterostructures
of superconductors (S) and ferromagnets (F). Similar to
the exponential decay of the pairing wave function (PWF)
in the normal conductor (N) of a proximity coupled S/N
bilayer, the amplitude of the PWF in the F material shows
an exponential decay (however with a different decay length).
Moreover, the PWF oscillates as a function of space normal
to the film plane. The reflection of the PWF (e.g., at the outer
boundary of the F layer of a S/F bilayer) can lead to interference
effects [5,8–10] and, thus, to an oscillating superconducting
transition temperature, Tc, as a function of the thickness of the
ferromagnetic layer, dF . For an optimized set of parameters
[5,8–10], superconductivity can even vanish at certain dF and
recover at even higher dF .

A possible application of the quasi-one-dimensional FFLO-
like state is based on superconductors combined with at
least two ferromagnetic layers. In such systems Tc not only
depends on the structural properties of the sample, but also
on the relative magnetization directions of the constituent
ferromagnetic layers (similar to the giant magnetoresistance
(GMR) effect [11,12], exploited in F/N/F spin-valves [13],
which is, however, based on different physics). For a work-
ing temperature between the two superconducting transition
temperatures of different magnetic states, it is, thus, possible

to switch the structure between the superconducting and the
normal conducting state by switching the magnetic state. Thus,
these systems represent superconducting spin-valves (SSVs).
In the literature, both the direct or standard SSV effect (i.e.,
Tc is higher for antiparallel than for parallel alignment of the
magnetizations) and the inverse SSV effect (opposite case)
are predicted theoretically [14–21] and found experimentally
in F/S/F-type [22–40] and S/F/F-type [41–45] structures.
Moreover, a triplet SSV effect, i.e., an absolute minimum of Tc

at noncollinear alignment of the magnetizations is predicted
theoretically for S/F/F-type SSVs in the dirty [19,21] and clean
limit [46], and F/S/F-type SSVs only in the clean limit [20].
This effect is based on the generation of a superconducting
long-range odd-in-frequency s-wave triplet pairing component
with spin-projection one. This triplet component is coupled
to the zero spin-projection triplet and the singlet component
and, thus, only indirectly enters the self-consistency equation,
which determines the superconducting gap and includes the
singlet component [18,19,21] only. The generation of triplet
charge carriers with spin-projection one exhausts the singlet
component and, thus, reduces the superconducting gap and,
consequently, Tc.

While the triplet SSV effect has been introduced as
absolute minimum of Tc at noncollinear alignment of the
magnetizations of two distinct ferromagnetic layers [19],
the term has also been used in the broader sense of a Tc

reduction, arising from the influence of arbitrary noncollinear
magnetic spins on the superconductor. We explicitly note that
we will adopt this broader sense in the following. Recently,
experimental evidence of the triplet SSV effect in S/F/F-type
SSVs [47–55], as well as F/S/F-type SSVs [52,56,57] has been
obtained.

In the present paper, we investigate the triplet SSV effect in
a F/S/F-type SSV, consisting of a Cu41Ni59/Nb/Cu41Ni59 core
on antiferromagnetic CoOx with a Co sublayer to modify the
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magnetic properties of the lower Cu41Ni59-layer by exchange
biasing [58] the Co and bottom Cu41Ni59 layer and interlayer
coupling between both layers [58]. While first results on
such samples have been presented in our previous work [57],
the present study is intended to investigate the origin of
the triplet SSV effect in this system in more detail and find
optimized working parameters (from an application point of
view). We develop a set of working parameters to manifest
full switching, i.e., a change of the system from a completely
superconducting to the normal conducting state by a change
of the magnetic history.

According to Robinson [59], triplet SSVs can serve similar
purposes as normal conducting GMR devices, e.g., as magnetic
random access memory (MRAM) elements [60], however,
with the potential for much higher efficiency. Since in the
present system, readout of information is possible at zero
applied field and, thus, no permanent field is required to
stabilize both states, the system investigated represents a
superconducting MRAM element for spintronics [61].

Also the standard or inverse SSV effect can provide
the basis for an MRAM element, if the system has suit-
able magnetic hysteresis properties, i.e., the superconduct-
ing transition temperature at the two resulting magnetic
configurations at zero field have to be different (see, e.g.,
Refs. [22,25,26,37,38,49,50,52,62]).

Recently, Li et al. [63] developed a MRAM element,
switching between a fully normal conducting and a fully
superconducting state, using a FI/S/FI SSV, where FI denotes
a ferromagnetic insulator. However, as discussed in detail in
Appendix A of the present paper, the underlying physical
mechanism is different from the proximity based effects arising
using conducting ferromagnets.

II. SAMPLE PREPARATION AND CHARACTERIZATION

The sample in the present work has been selected from a
Co/CoOx /Cu41Ni59/Nb/Cu41Ni59 sample series deposited on
a Si substrate by magnetron sputtering (for details of the
preparation see our previous work [57]). While all other layers
are intended to be of constant thickness, the thicknesses of
both Cu41Ni59 layers change across the sample series. Since
the change of these thicknesses between neighboring samples
is small compared to the characteristic scales of the effect to
be investigated, the thickness in each individual sample can be
regarded as constant with sufficient accuracy.

The intended structure of the sample series is confirmed
by transmission electron microscopy (TEM) and Rutherford
backscattering spectroscopy (RBS). Figure 1 shows examples
of TEM images (for a sample with thicker Cu41Ni59 layers
than in the present study). The structure of the sample is
indicated by assigning the materials of the layers. All layers
show highly crystalline structure, the interfaces between the
individual layers are smooth and clean (which is the case
for all investigated samples). While the top panel shows the
overall structure, the bottom panel shows an image of the
Co sublayer, the CoOx , and the adjacent regions at higher
magnification. The lattice spacing of the Si substrate has been
analyzed in detail to calibrate the scale. The layer thicknesses,
obtained by TEM, and linear interpolations between these
values have been used as initial values to fit the RBS spectra.

FIG. 1. Cross-sectional TEM images of a sample of the same
series as the investigated one, however, with thicker Cu41Ni59 layers.
Top: Overview of the layered structure. Bottom: High-resolution
image of the Co sublayer, the CoOx , and the adjacent regions. The
Si substrate was covered by a Si buffer layer, before deposition of
the heterostructure. The structure was finished by sealing it against
oxidation by a Si cap. The lattice spacing of the Si substrate (right
bottom corner) has been analyzed in detail to calibrate the scale.

This is necessary because, due to the similar atomic mass of
Cu, Ni, and Co, and the low sensitivity for O, the spectra
are not unambiguously fittable without external information.
The layer thicknesses for the investigated sample are obtained
by averaging the RBS results for both adjacent samples (the
investigated sample is not subjected to RBS to avoid radiation
damage). Figure 2 shows the spectrum of the thinner next
sample together with the fit. While the left panel shows the
full spectrum, the right panel shows the energy range of the
peaks associated with the functional layers in more detail.
There is good agreement between the fit and the experimental
data. The layer thicknesses obtained for the Co, the CoOx ,
the bottom Cu41Ni59, the Nb, and the top Cu41Ni59 layer of
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FIG. 2. RBS spectrum of the sample adjacent to the sample investigated in the present paper (with slightly thinner Cu41Ni59 layers). Left:
Entire spectrum. Right: Enlarged view of the energy range of the peaks associated to the functional layers.

the investigated sample are 4.6, 16.0, 2.2, 11.4, and 2.5 nm,
respectively.

III. RESULTS AND DISCUSSION

A. Transport measurements

The triplet SSV effect was investigated by collecting
resistance-temperature, R(T), measurements to determine the
superconducting transition temperature, Tc, at different mag-
netic detection fields, HD , applied parallel to the film plane.

The measurements were performed in an Oxford Instru-
ments Heliox sorption pumped 3He insert. The resistance was
measured using a four-probe method. Unless otherwise stated
explicitly, the resistive measurements were performed using a
lock-in technique with a current of 50 μA at a frequency of
18.792 Hz.

The sample was cooled down to liquid helium temperature
in a field of +70 kOe (=̂ 7.0 T in SI units [64]), applied in the
film plane. Subsequently, the magnetic state was trained [65]
by alternating application of −70 kOe and +70 kOe several
times, to ensure stability of the magnetic state. The magnetic
field dependence of the transition temperature, Tc(HD), was
obtained by measuring R(T) transition curves for decreasing
and increasing temperature at various fixed HD , from 70 kOe
to −70 kOe and vice versa, (see Sec. III D for a characteristic
transition curve, the values of Tc have been evaluated as the
temperature related to half of the normal state resistance).

A broad hysteresis of Tc as a function of the detection
field [similar to the one labeled HS = 4.0 kOe in Fig. 3(a)]
is observed, i.e., Tc depends not only on HD , but on the
magnetic history. We interpret this finding to be based on the
generation of the long-range odd-in-frequency triplet pairing
component, arising when a noncollinear relative orientation
of the magnetic moments in the bottom Cu41Ni59 layer is
obtained, yielding a reduction of Tc around zero field for
increasing HD (for a detailed discussion, see Sec. III B). Since
the range of reduction of Tc is broad, it is hard to assign a
characteristic field, correlated to the generation of the triplet
component.

To find such a characteristic field, we performed minor
loop measurements, i.e., the maximum absolute value of field,

HS , applied before reversal of the direction of HD change (in
the following denoted as reversal field) is stepwise reduced
below 70 kOe. Consequently, HD is only varied between HS

and −HS and vice versa, with HS < 70 kOe. However, no

FIG. 3. (a) Superconducting transition temperature, Tc as a
function of the applied detection field, HD , for different width of the
hysteresis loops, HS . The transition temperature has been measured
and plotted both for an increasing temperature and a decreasing
temperature sweep (slightly higher and lower Tc, respectively). (b)
Minor loop results for Tc and �Tc for HS = 3.7 kOe, where �Tc

is the difference in Tc between decreasing and increasing HD . For a
detailed discussion of the results for �Tc, see Sec. III C. The solid
lines are guide to the eye, the arrows indicate the sweep direction of
HD .
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significant change of the hysteretic behavior is observed for
HS � 4.0 kOe.

In Fig. 3(a) a selection of critical temperature data measured
in minor loops for HS = 2.0 to 4.0 kOe is shown. For
better visibility, Fig. 3(b) shows a single minor loop for
HS = 3.7 kOe. The black squares show the calculated size
of the spin-valve effect, �Tc(HD) = Tc (decreasing HD) − Tc

(increasing HD). The solid lines are guide to the eye. In
addition to the positive �Tc obtained around zero field, at fields
between −3.2 and −1.7 kOe a negative effect is observed. We
attribute this effect to an inverse conventional spin-valve effect,
as discussed in more detail in Sec. III C.

The dependence of �Tc as a function of HD and HS is
shown in Fig. 4(a). The constant small temperature offset
between the data for increasing and decreasing HD for HS =
3.0 kOe [see Fig. 3(a) and Appendix D] has been corrected
in all calculations of �Tc (see Appendix D for details). For
decreasing HS the effect shifts to increasingly negative values
of HD and decreases in size. The fact that for HS > 4 kOe
the effect becomes fairly independent of HS , indicates that
all magnetic transitions, necessary to occur for the effect
to establish, are within this range of fields. In more detail,
a critical range of HS (in the further text denoted as the
breakdown range) can be identified, over which the size of the
effect breaks down, from its maximum value to below 2 mK.

Figure 4(b) shows the data for two distinct detection fields,
which are most interesting for application: The maximum
of the effect occurs at HD = 0.2 kOe, for HD = 0 kOe the
system represents a superconducting MRAM element, which
needs magnetic fields only to set the state (by applying
±HS , respectively) and neither for its storage nor for its
readout. The breakdown range can also be identified from this
representation of the data (indicated as gray shaded region).

B. SQUID magnetometry

To identify the magnetic transition correlated with the
breakdown range above HS = 3 kOe, we performed supercon-
ducting quantum interference device (SQUID) magnetometry
at T = 10 K (after cooling and subsequent magnetic training
in a field of ±50 kOe applied parallel to the film plane)
for a set of different HS , ranging from the full loop with
HS = 50 kOe to minor loops corresponding to almost absent
SSV effect with HS < 3 kOe. The magnetic moments obtained
are given in emu according to the cgs-emu system [64], in
which 1 emu =̂ 10−3 Am2 in SI units.

Figure 5(a) shows the obtained magnetic moment hysteresis
loops, the small anomalies around zero field are artifacts from
changing the polarity of the magnet. Basically, the minor loops
behave as expected, however, the deviation between HD =
−3.5 to −1 kOe for decreasing fields are unexpected, because
all loops seem to start from positive saturation. This indicates,
that, even for the loop with HS = 6 kOe, the magnetization
is not completely saturated for HD = +HS . This deviation is
strongest between HS = 6 and 4 kOe, where there is almost
no difference in the size of the triplet SSV effect. Thus, this
possible influence on �Tc is negligible.

When HS is decreased, the branch of the hysteresis loop
for increasing HD shifts to smaller detection fields. This shift

FIG. 4. (a) Size of the triplet SSV effect, i.e., the difference in
transition temperature, �Tc, between Tc obtained for decreasing and
increasing detection field, HD , as a function of HD , and the reversal
field, HS . The difference was calculated between the average of Tc

obtained from R(T) transition curves for increasing and decreasing
temperature. For better visibility, the dependence of the triplet SSV
effect is also plotted as projection to the HD-HS plane. The bold
lines in both representations represent �Tc = 0. (b) Triplet SSV
effect, �Tc, as a function of HS for two distinct values of HD

most promising for application, i.e., at 0.2 kOe (red), where the
effect is most pronounced, and at zero field (black), representing
a superconducting MRAM element (for details see the text). The
solid lines are guide to the eye, the breakdown range (for details see
the text) is indicated in gray.

has also been observed for the triplet spin-valve effect [see the
course of the ridge of �Tc in Fig. 4(a)].

Since all obtained loops are already more or less saturated
at the positive breakdown field range for increasing HD ,

184521-4



FULL-SWITCHING FSF-TYPE SUPERCONDUCTING SPIN- . . . PHYSICAL REVIEW B 96, 184521 (2017)

FIG. 5. (a) Magnetic moment hysteresis loops obtained by
SQUID magnetometry for different sweep widths, HS , after cooling
to 10 K in a field of 50 kOe applied parallel to the film plane. The
small spikes at zero field are artifacts from switching the polarity
of the magnet. The pictograms indicate the respective magnetization
direction of (1) the top Cu41Ni59, (2) the bottom Cu41Ni59, and (3)
the Co layer. Double-sided arrows indicate a multidomain state or
a rotating magnetization. (b) Magnification of the vicinity of the
field region, at which the magnetic transition correlated with the
triplet SSV effect is expected [see Fig. 4(b)], indicated in gray. An
additional structure beside the large Co transition is visible in the
breakdown range. Solid lines in (a) and (b) are guide to the eye. (c)
Field derivative of the magnetic moment for HS = 50 kOe (black
dots). The black solid line is guide to the eye. The arrows indicate
the field sweep direction. The constant contributions to the derivative
from diamagnetic and paramagnetic (linear) signals, as obtained from
high HD data, have been subtracted (for details see Appendix B). Two
different magnetic transitions are clearly distinguishable and fitted by
a superposition of two Lorentzian peaks (red). The blue lines show the
two individual peaks. The breakdown range coincides with the minor
magnetic transition (the area of the peak is a measure for the magnetic
moment associated with the transition of the bottom Cu41Ni59 layer
at decreasing field, mdec

CuNi-b). For details see the text.

the magnetic transition, which is essential to enable the
triplet SSV effect and which fails to be passed for HS below
the breakdown range, is expected to occur in the negative
breakdown field range for decreasing HD [see the gray shaded
range in Fig. 5(b)].

In this range, an additional structure in the major magnetic
transition (associated predominantly with the Co layer, as
discussed below) is observed. In the following we will refer to
this structure as the minor magnetic transition.

Apparently, if HS becomes too small to enable the minor
magnetic transition to occur, �Tc decreases severely. To
verify this observation, we calculated field derivatives of
the hysteresis loop with HS = 50 kOe [see Fig. 5(c), black
dots/line] for decreasing HD . The two magnetic transitions
are clearly distinguishable. To extract the two individual
transitions, we fitted the curve as a superposition of two
Lorentzian peaks (this approach is the field derivative analog
to the description of magnetic hysteresis loops by the model
of Geiler et al. [66]), given as red solid line. The fits describe
the field derivate reasonably well and can be split into the two
constituent contributions (blue lines). The breakdown range
coincides with the range of the minor magnetic transition,
giving evidence for the direct correlation of the transition with
the triplet SSV effect.

To discuss the observations in more detail, a knowledge
of the magnetic behavior of the different layers is necessary.
However, the magnetic transition of the top Cu41Ni59 layer
for decreasing field is veiled by an artifact and, for increasing
field, all the transitions are overlapping, so that the magnetic
transitions of the Cu41Ni59 layers cannot unambiguously
be separated from the total hysteresis curve. For magnetic
hysteresis loops for samples of the same sample series with a
larger thickness of the Cu41Ni59 layers, see Fig. 2 of Ref. [57]
and Fig. 9.4 of Ref. [67]. Similar to the present work, the
transitions for decreasing field are clearly distinguishable,
whereas for increasing field only two transitions are visible
in these works.

We determined the saturation magnetic moments of the
two magnetic transitions for decreasing HD , which could be
separated from the field derivative of the m(HD) curve (for
HS = 50 kOe) shown in Fig. 5(c). Details of the evaluation
are given in Appendix B. The obtained saturation magnetic
moments of the major and minor magnetic transitions can be
related to the Co and the bottom Cu41Ni59 layer, respectively.

In the breakdown range of decreased sweep width HS , the
magnetic moment reversed in the minor magnetic transition
becomes smaller, i.e., the magnetization reversal of the bottom
Cu41Ni59 layer becomes stepwise more and more incomplete.

Before we discuss the obtained magnetic hysteresis loops
in more detail, further properties of the magnetic layers of
the sample will be discussed. For not exchange biased thin
Cu41Ni59 films and the range of thicknesses present in the
sample series of the current study, a magnetic easy axis
perpendicular to the film plane is expected [68–70]. The
magnetic easy axis of thin Co films of thickness comparable
to the one in the present sample is in the film plane [71–75].

For Co/CoO bilayers it has been observed by polarized
neutron reflectometry (PNR) that for magnetic fields applied
parallel to the film plane, the first magnetization reversal
after field cooling occurs via nucleation and propagation of
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domain walls. The second and all subsequent reversals are
characterized by in-plane domain rotation [76–78]. For films
thinner than the domain wall thickness expected for cobalt
(50 nm), the magnetic domains in the Co layer can be assumed
to extend over the entire thickness of the film [78]. This is valid
for all Co films of the cited literature (3–40 nm) and the present
paper (4.6 nm).

During the first magnetization reversal, interfacial magnetic
domains are generated at the Co/CoO interface, which are
preserved even in saturation [77,79]. These domains are
intimately related to the antiferromagnetic domain state (see
Sec. 3.13 of Ref. [58]) and serve as seeds for domain nucleation
in subsequent magnetization reversals [77].

In contrast to the cited literature, in the present paper, the
CoOx layer is much thicker (16.0 nm compared to 2.0–4.5 nm).
The domain state model predicts a strong change of the
exchange bias field for very thin antiferromagnetic layers
[80] (experimentally observed in Co/Co1−δO [81]). Moreover,
the development of an antiferromagnetic exchange spring is
possible [82] and can also be affected by the thickness.

However, the training effects observed in subsequent
magnetic hysteresis curves of Co/CoO bilayers of thickness
13.9 nm/3.3 nm [78] and 13.0 nm/4.5 nm [79] (recorded at
T = 10 K and 30 K, respectively) are similar to those of
a sample with Co/CoOx thicknesses 5 nm/19 nm (recorded
at T = 10 K) from the same sample series as the sample
investigated in the present work (see Fig. 2 of Ref. [57]).
While the first magnetization reversal shows a sharp change
in magnetization, the subsequent reversals show a more
rounded shape. The underlying mechanism of this type of
training effect is an irreversible change of the domain state of
the antiferromagnet from an initial single-domain state after
field cooling to a multidomain state after the first reversal.
In addition to the resulting change of reversal mechanism
and the creation of interfacial domains, discussed above,
this multidomain state leads to a reduction of the exchange
bias field and the coercivity, due to the lateral distribution
of anisotropy in the antiferromagnetic layer. For a detailed
discussion of these effects, see p. 162 of Ref. [58].

First PNR experiments performed on a sample from the
same series (directly adjacent to the sample of the present
work) confirm the magnetization reversal by in-plane domain
rotation in the trained state. The properties of the Cu41Ni59

layers cannot be obtained from the PNR measurements due to
their low magnetic contrast.

We interpret the obtained SQUID data in the following
model. For high positive magnetic fields all magnetic layers
are in the saturated state. For decreasing field, this remains
valid until HD approaches zero. When the top Cu41Ni59 layer
changes its magnetization direction, this leads to a region at
HD < 0, where its magnetization direction is antiparallel to the
exchange-biased bottom Cu41Ni59 layer. Then, between HS ≈
1.8 and ≈4 kOe, the exchange biased Co (major transition)
and bottom Cu41Ni59layer (minor transition) reverse their
magnetization direction, leading to the negative saturated state.

The interpretation of the results for increasing HD is
difficult due to the lack of clear structures in the curve.
Thus, the interpretation partially relies on the superconducting
results, which are discussed in the framework of the magnetic
data in the following section. While the deduction of the

magnetic configuration solely based on the magnetic data and
subsequent interpretation of the superconducting results in this
framework would be preferable, such approach is impossible
due to the weak signal from the Cu41Ni59 (on the background
of the strong Co signal). This is, however, an intrinsic property
of the system and, thus, unavoidable. Moreover, the magnetic
properties in the superconducting state might be different to
the ones measured in the normal conducting state, however, in
the superconducting state an additional huge background from
the vortex phase is present, which is additionally obstructing
the interpretation.

We attribute the first (major) transition in this sweep
direction to the Co and Cu41Ni59 layer, which are coupled via
the CoOx , and the second (minor) transition to the top Cu41Ni59

layer (for examples of field derivatives of the magnetic moment
for this sweep direction, see Sec. III C and Appendix D). From
the superconducting transport results, we expect the coupling
to induce noncollinearities extending over the thickness of
the bottom Cu41Ni59 layer, e.g., in the form of an exchange
spring (see Ref. [83] and p. 279 of Ref. [84]). The competition
between the intrinsic perpendicular anisotropy of Cu41Ni59

films (see above) and the in-plane anisotropy, which can be
induced by the coupling to the CoOx and the Co layer, might
lead to such noncollinearities. These noncollinearities generate
spin-projection one-triplet pairing components [46,85–88],
yielding a reduction of Tc. A lateral noncollinear distribution
of domains, which extend over the entire thickness of the layer
and are separated by Néel walls, are not expected to generate
the spin-projection one-triplet pairing wave function [89] and,
thus, should not produce a triplet SSV effect. Instead, even an
increase of Tc can be found [90].

This model requires an interlayer coupling [91–97] of
the Co layer via the CoOx layer to the bottom Cu41Ni59

layer. Interlayer coupling has been observed, e.g., between
a Co and a Ni80Fe20 layer across an antiferromagnetic oxide
(NiO) [96] over large thicknesses (up to 25 nm) and between
a Co and a Cu45Ni55 layer across few nanometers of an
antiferromagnetic metal (FeMn) [97]. Due to the strong
dependence of such coupling on local anisotropies and domain
structures, the noncollinearity of the magnetic moments in the
bottom Cu41Ni59 layer possibly varies in space (for a detailed
discussion see Appendix C).

While according to the domain state model, the exchange
bias field (the shift of the hysteresis loop on the field axis) of the
ferromagnetic layer is determined only by the irreversible part
of the (normalized) domain state magnetization of the interface
layer of the antiferromagnet adjacent to the F layer (see Eq. (4)
of Ref. [80]), the details of the coupling mechanism, which
correlates the Co and bottom Cu41Ni59 layer, might possibly
depend on the total (normalized) domain state magnetization of
the antiferromagnet. This magnetization is not constant during
field reversal (see Figs. 4 and 5 of Ref. [80]) and hard to
isolate from a conventional hysteresis loop, as here the sum of
the magnetic moments of the F layer, the volume contribution
of the antiferromagnet and its interface layer is measured (see
Figs. 4 and 5 of Ref. [80] for a calculation of the separate
contributions).

Apparently, the coupling between the Co and bottom
Cu41Ni59 is different for the two magnetization reversals
in the present study, as the superconducting properties are
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fundamentally different. While for the reversal occurring at
decreasing HD , no evidence of a triplet SSV effect and, thus,
no evidence for noncollinear magnetizations in the bottom
Cu41Ni59 has been observed, for the opposite sweep, a clear
reduction of Tc by the triplet SSV effect has been found.

One possible model would be that the coupling between
the two ferromagnetic layers is weaker in the reversal at
decreasing HD , so that the reversal occurs without inducing
noncollinearities into the magnetic moments of the bottom
Cu41Ni59 layer, while for increasing HD the coupling might
be stronger and, thus, the domain state rotation of the Co
induces noncollinearities into the bottom Cu41Ni59 layer, e.g.,
in the form of an exchange spring. An evidence for this model
would be that, while for decreasing HD there is a distinct peak
observable for the reversal of the bottom Cu41Ni59 layer, for
increasing HD it is so strongly correlated to the Co reversal,
that it is not distinguishable.

C. Correlation of results

1. Qualitative correlation

In this section, we will try to qualitatively relate the
observed Tc(HD) behavior to the magnetic model discussed
in the section above. For saturated magnetic states, i.e.,
for decreasing fields above ≈0 and below ≈ − 4 kOe and
increasing fields below ≈ − 3 and above ≈1 kOe, the Tc(HD)
data follow a Ginzburg-Landau-like behavior (see Ref. [54]
for a detailed discussion of similar data).

In the range of antiparallel alignment of the two Cu41Ni59

layers (HD between ≈ − 1.5 and ≈ − 3 kOe) an inverse F/S/F
SSV effect is observed, which slightly reduces Tc. There
are four regions, which could possibly show noncollinear
magnetic moments and, thus, triplet SSV effects. However, the
magnetic reversal of the top Cu41Ni59 layer (around HD ≈ 0
and ≈1 kOe for decreasing and increasing HD , respectively),
as well as the reversal of the bottom Cu41Ni59 layer for
decreasing field (around 4 kOe) is not leading to a reduction
of Tc.

Although the dirty limit theory predicts a contribution of the
spin-projection one triplet component to the superconducting
Tc of a F/S/F type SSV, a triplet SSV effect is absent [18,20].
It is only predicted for the clean limit of the magnetic material
[20] for which it is also observed experimentally [52,56]. Our
samples are, however, in the intermediate state between dirty
and clean limit [8,9]. Due to the absence of visible triplet effect
at the Co reversal for decreasing HD , we conclude that there
are no noncollinearities induced into the bottom Cu41Ni59 layer
by this magnetic reversal.

The fourth possible region for noncollinear magnetic
moments is the reversal of the bottom Cu41Ni59 layer at
increasing field. However, as discussed above, the magnetic
transition is coupled to that one of the Co layer. The interlayer
coupling induces noncollinearities (e.g., in the form of an
exchange spring) into the bottom Cu41Ni59 layer, resulting
in the observed reduction of Tc. Again, this is not a F/S/F
triplet SSV effect (which is apparently absent in the present
sample, see above for a discussion), but a triplet SSV effect
arising from internal noncollinearities in the bottom Cu41Ni59

layer alone.

FIG. 6. Triplet SSV effect, �Tc, as a function of the fraction
of magnetic moment in the minor magnetic transition, turned at
the negative reversal field, −HS . The solid lines gives an empirical
exponential fit to the data according to Eq. (3). For details and the
obtained fit parameters, see the text.

There is a slight asymmetry in the Tc(HD) behavior with
respect to HD = 0, even considering the aforementioned
effects. The reason is unknown, however, there appears to be an
increase of Tc at negative fields below −1.7 kOe. While domain
structures enhanced Tc has been reported in literature [90,98],
neither the bottom Cu41Ni59 nor the top Cu41Ni59 layer are in
a multidomain state in this range and earlier measurements on
Nb/Cu41Ni59 bilayers have shown no evidence of such effects
[99].

2. Quantitative correlation

To quantitatively relate the dependence of �Tc on HS [see
Fig. 4(b)] to the minor magnetic transition (the magnetic
transition of the bottom Cu41Ni59 layer at decreasing field),
we plot �Tc as a function of Q (see Fig. 6), defined as

Q(HS) = mdec
CuNi-b(−HS)

mdec
CuNi-b(−∞)

(1)

representing the fraction of magnetic moment of the minor
magnetic transition turned from positive to negative field
direction at HD = −HS . The magnetic moment is obtained
by

mdec
CuNi-b(H ′

D) =
∫ ∞

H ′
D

∂mdec
CuNi-b

∂HD

dHD (2)

with ∂mdec
CuNi-b

∂HD
as obtained according to Sec. III B, see Fig. 5(c).

The dependence �Tc(Q) in Fig. 6 is clearly nonlinear
and can empirically be fitted by an exponentially saturating
behavior

�Tc(Q,HD) = �Tc(1,HD)(1 − e
− Q

Q0 ) (3)

with the fit parameters �Tc(1,HD) and Q0 � 1 (shared
among both fits). We obtain Q0 = (9.7 ± 0.8) × 10−2,
�Tc(1,0 kOe) = (7.6 ± 0.2) mK, and �Tc(1,0.2 kOe) =
(8.0 ± 0.3) mK, respectively. The parameter �Tc(1,HD) is
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the triplet SSV effect obtainable at HD for the minor magnetic
transition being entirely completed.

The reason for the reduction of the triplet SSV effect, if HS

only enables an incomplete minor magnetic transition is, that
the amount of noncollinear magnetic moment achievable for
increasing HD (magnetic moments turning from negative to
positive field direction) is obviously limited by the magnetic
moments turned from positive to negative field direction
previously.

If it would be possible to separate the contribution of the
Cu41Ni59 bottom layer for increasing field, minc

CuNi-b, from the
total m(HD) curve for Q = 1 (as, e.g., the case for HS = 6,
8, and 10 kOe, see Fig. 5), the function �Tc(1,HD) could be
directly determined. It should depend on the noncollinearity
of the local magnetic moments in the bottom Cu41Ni59 layer
at HD .

In a first approximation, the exchange-spring-like magnetic
order, assumed to be present in the bottom Cu41Ni59 layer
during reversal, can be simplified assuming the most rigid end
of the spring to start rotating at the coercive field, where the
rotation of the least rigid part of the spring has already finished.
Figuratively, this reflects a fan of magnetic moments being
opened entirely and subsequently closed to the other side.

In such an approximation, the projection of the magnetic
moment of the bottom Cu41Ni59 layer on HD (detected by the
SQUID magnetometry) is correlated to the noncollinearity in
the magnetic moments (the opening angle of the fan). The
magnetic moment projection becomes zero for the completely
fanned out state and approaches the saturation magnetization
for the fan of magnetic moments being closed. A more
direct measure of the magnetic noncollinearities is the field
derivative, ∂minc

CuNi-b/∂HD , which is maximal and zero in the
completely fanned out and closed state, respectively. While
there is no such simple correlation for an arbitrary exchange
spring, we nevertheless consider such a field derivative of the
projection of magnetic moment as reasonable measure of the
noncollinearity.

Since the maximum of the triplet SSV effect is expected
for the maximal magnetic non-collinearity [19,21], in this
approximation, we obtain

�Tc(1,HD) = �Tc(1,H ∗
D) f

(
∂minc

CuNi-b

∂HD

∣∣∣∣
HD

)
(4)

with f an empirical function satisfying

f

(
∂minc

CuNi-b

∂HD

∣∣∣∣
H ∗

D

)
= 1

f

(
∂minc

CuNi-b

∂HD

∣∣∣∣
±∞

)
= 0 (5)

with H ∗
D the field realizing the maximum of ∂minc

CuNi-b
∂HD

.
Unfortunately, we did not succeed in separating minc

CuNi-b
from the total magnetization curve. The reason is that appar-
ently the magnetic transition does not follow the Geiler model
[66]. However, as discussed in Sec. III B it is assumed that the
magnetic behavior of the Co layer drives the noncollinearities
in the bottom Cu41Ni59 layer, yielding the triplet SSV effect.
Since the saturation magnetic moment expected for the Co

FIG. 7. Superconducting spin-valve effect, �Tc (black squares),
and total magnetic moment field derivative for increasing HD , ∂m

∂HD

(red dots) as a function of the applied field, HD , at HS = 4 kOe. The
yellow shaded range indicate the shift between the maximum of the
derivative and that one of the SSV effect, �HD . The solid lines are
guide to the eye.

layer is about a factor of 10 larger than that one of the Cu41Ni59

layers (see Appendix B) we try to relate the derivative ∂m
∂HD

of the total hysteresis curve for increasing HD to �Tc(HD),
which are both shown in Fig. 7 for HS = 4.0 kOe. For further
plots of this type for different HS see Appendix D. Please note
that constant paramagnetic, diamagnetic or antiferromagnetic
contributions are not subtracted, but negligible, because they
are of the order of 10−6 emu/kOe.

The basic overall shapes of ∂m
∂HD

and �Tc(HD) appear to be
similar, except in the field range of �Tc < 0, which is governed
by the inverse F/S/F SSV effect (as discussed in Sec. III C 1).
Especially, the field range of nonvanishing ∂m

∂HD
coincides

with the range of nonzero �Tc(HD). This fact strengthens
our assumption that the noncollinearities are induced by an
interaction of the Cu41Ni59 layer with the Co layer.

The saturation magnetic moment obtained from an estima-
tion of the peak area of the major transition for increasing HD is
close to the one expected for the Co layer (see Appendix B). An
estimation of the saturation magnetic moment for the visible
minor transition was not possible with reasonable accuracy.

Obviously, the magnetic transition related to the structure at
the end of the sweep in Fig. 7 cannot alone be responsible for
the occurrence of the triplet SSV effect, because the range does
not match. Thus, we conclude the minor transition to be mainly
containing the magnetic moment of the top Cu41Ni59 layer.
Consequently, we conclude that the magnetic transition of the
bottom Cu41Ni59 layer is correlated with that one of the Co
layer. However, the correlation appears to be shifted on the field
scale by �HD = H ∗

D − HD,max, as the maximum of the SSV
effect at HD,max and the derivative of magnetic moment at H ∗

D

do not match. A possible reason is the larger intrinsic magnetic
hardness of Cu41Ni59 compared to Co (harder materials exhibit
a larger width of the hysteresis loop than softer ones [84]).
Further evidence for this assumption is given from the change
of the field position of the maxima for decreasing HS . The
maximum of the effect shifts stronger than the maximum of
the derivative (see Figs. 11 and 12 in Appendix D), which is
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FIG. 8. Superconducting spin-valve effect, �Tc(HD), normalized
to the maximum value �Tc(HD,max) for the respective HS , as a
function of the field derivative χ = ∂m(HD+�HD )

∂HD
for increasing HD

(for a plot with color indicated sweep widths, HS , see Appendix E).
Here, �HD is the field shift between the maximum of the derivative
and the maximum of the effect. The red line shows the empirical
correlation, according to Eq. (7) with χ0 = 4.0 × 10−5 emu/kOe. For
the fit of χ0, the data inside the blue (effect suppressed by inverse F/S/F
SSV effect) and yellow range (increased χ due to minor magnetic
transition) have been neglected.

expected considering that the Cu41Ni59 layer (yielding the SSV
effect) enters a minor loop already at higher HS than the Co
layer (dominating the derivative). See Ref. [100] or Figs. 5(a),
11, and 12 of the present paper for examples of minor loops.

Since the derivative χ = ∂m(HD + �HD)/∂HD

seems to be closely related to �Tc(HD), we plotted
�Tc(HD)/�Tc(HD,max) as a function of χ for several HS in
Fig. 8. A plot, indicating the different HS for the data points,
is given in Appendix E.

To be able to isolate the dependence of �Tc on HD , it is
necessary to get rid of the influence of the varying HS and, thus,
the Q dependence. According to Eq. (3), such a Q-independent
quantity can be obtained by normalizing �Tc(Q,HD) by its
maximum �Tc(Q,HD,max) for the same Q, yielding

�Tc(Q,HD)

�Tc(Q,HD,max)
= �Tc(1,HD)

�Tc(1,HD,max)
(6)

and, thus, independent of Q.
The figure indicates that such a relation, independent of Q,

exists and can be described by

�Tc(1,HD)

�Tc(1,HD,max)
= f (χ ) = 1 − e−χ/χ0 . (7)

In more detail, the outliers from the majority of the data points
toward the right side and toward too small effects can be
assigned to fields under the influence of the minor magnetic
transition (see yellow shaded range), which is not driving
the effect, and the inverse F/S/F SSV effect (see blue shaded
range), respectively. If we exclude those data points from the
fit according to Eq. (7), we obtain χ0 = 4.0 × 10−5 emu/kOe.

Comparing the obtained expression with Eq. (4), it is
�Tc(1,H ∗

D) substituted by �Tc(1,HD,max). Moreover, we
evaluate the field derivative corresponding to �Tc(1,HD) at
HD + �H . The normalization condition given by Eq. (5)
is fulfilled by f (χ ), since the derivative is correspondingly
taken at HD,max + �H = H ∗

D , as long as χ (H ∗
D) � χ0. The

evaluation of the derivative and the SSV effect being shifted
on the field scale by �HD is a consequence of the field shift
between the magnetic transition of the Co and the bottom
Cu41Ni59 layer. The second condition given by Eq. (5) is also
fulfilled, since χ (HD = ±∞) = 0 and, according to Eq. (7),
f (χ = 0) = 0.

D. Switching properties

Although the value of �Tc generated by the triplet SSV
effect is small, it is nevertheless possible to operate the device
with full switching. This means that, at a given temperature, the
sample is completely superconducting or normal conducting
depending on the magnetic history. To achieve full switching
it is necessary that �Tc is larger than the width of the
superconducting R(T) transition. Even for an optimized set
of operation parameters, HD , HS , and T , the size of the
effect, �Tc, is considerably smaller than the transition width
of approximately 60 mK (see Fig. 9). However, the transition
width strongly depends on the transport current used for
detecting the resistance.

The transitions at different transport currents, I , are plotted
in Fig. 9(a). In contrast to all measurements reported so
far in the present paper, all measurements with increased
transport current are performed with dc current, because
for unknown reasons (to be investigated) the narrowing of
the transition width for increased currents is very limited
under ac conditions, even at the very small frequencies used.
All dc resistances given in Figs. 9 and 10 are measured
using the same four-point probe setup as the ac resistances
presented above. After stabilizing each temperature for 30 s,
the measured resistance is averaged over ten measurements
performed over a period of 30 s to verify stability of the
resistance. The resistance is measured with both polarities to
get rid of possible thermovoltages, the temperature has been
varied from higher to lower ones.

At currents above 200 μA the transition narrows consid-
erably and, approaching a critical value around 450–500 μA,
becomes steplike on a single-mK scale. A possible reason for
the narrowing could be avalanchelike flux flow [101] or an
instability of the flux line motion in the resistive mixed state
[102–104]. The size of the triplet SSV effect, �Tc, has been
checked to be fairly independent of the transport current.

Heating effects seem not to dominate the transition narrow-
ing. There are no signatures of self-heating hot spots [105–108]
in the transition curves up to IDC = 425 μA although the
transition width is already considerably reduced. Moreover, if
heating effects would be of major importance for a transition
width reduction, due to scaling of the heating power with the
resistance of the sample, the R(T) curve would be asymmetric,
which is not the case up to IDC = 425 μA.

To clarify the transition sharpening mechanism, an exten-
sive study of voltage-current [V(I)] characteristics according
to Refs. [102–104] has to be conducted and analyzed. This is,
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FIG. 9. (a) Superconducting transitions at HD = 0.2 kOe and
HS = 4 kOe and various transport currents, I , plotted as a function
of the temperature relative to the transition temperature, Tc. All
transitions plotted have been recorded after increasing the applied
field from −HS to HD and at decreasing T . There is an obvious
sharpening of the transition above IDC = 200 μA, yielding a transi-
tion width of less than 1 mK for IDC = 600 μA. (b) Corresponding
superconducting transition temperature (left scale, black symbols and
line) and switching capability, �R/RN (for a definition, see the text),
normalized to the normal state resistance (right scale, red symbols
and line) as a function of the applied current. Please note that the
point at I = 50 μA (black square) is obtained using ac current, while
all other data points are obtained by measurements with dc current.
The solid lines are guides to the eye.

however, beyond the scope of the present paper. In any case,
for an application, lithographic methods would be applied to
reduce the size of the MRAM element and, thus, its heating
power, however, conserving the necessary current density to
activate the transition narrowing mechanism.

Besides the narrowing of the transition, there is also a pair-
breaking influence of the increased transport current and, thus,
a decrease of Tc. However, the pair-breaking effect of transport
currents even up to 600 μA, considerably above the current
necessary for a transition width in the single-mK range, does
not reduce Tc below the temperature range available by using
4He as cooling agent [see Fig. 9(b)] and is, thus, acceptable
from an application point of view.

Moreover, in Fig. 9(b) the resistance change, �R

(normalized to the normal state resistance, RN ), achievable

FIG. 10. (a) Superconducting R(T) transitions measured at HD =
0 and 0.2 kOe for decreasing and increasing HD (black triangles/blue
circles and brown triangles/green circles, respectively). The sweep
width, HS , and the applied dc current IDC have been chosen as
4 kOe and 500 μA, respectively. As indicated, full switching from
the superconducting to the normal conducting state is possible. (b),
(c) Demonstration of the switching between the normal state (red
squares) and the superconducting state (blue squares) at T = 3.397 K
for HD = 0 and 0.2 kOe, respectively (other parameters as above).
The solid curve illustrates the magnetic field applied for the switching.

by switching between the two different magnetic states, is
plotted as a function of the transport current. It shows the
expected steep increase once the transition width becomes
comparable with �Tc. The resistance differences �R are
obtained by measuring transition curves as a function of
temperature in both states with the given transport currents
and calculating the maximum difference of resistance between
both transitions. For high enough currents this difference
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becomes RN , enabling full switching, as shown in Fig. 10(a)
for HD = 0 kOe and 0.2 kOe, respectively.

Applying the obtained results to a scenario more close to
application, it is possible to demonstrate full switching of the
device from the superconducting to the normal conducting
state [see Figs. 10(b) and 10(c)], when applying field pulses
of ±HS (indicated as black lines). This has been achieved
at T = 3.397 K for HD = 0 kOe and 0.2 kOe (the red
and blue resistance values are verified to correspond to the
normal conducting and superconducting state, respectively).
The switching is also verified to be stable (only a part of
the measured switching processes is plotted for the sake of
clearness of the figure).

IV. CONCLUSIONS

The Co/CoOx /Cu41Ni59/Nb/Cu41Ni59 thin film heterostruc-
ture investigated in the present paper shows a superconducting
transition temperature, which depends on the magnetic history.
If the field applied parallel to the film plane is increased from
negative saturation (relative to the cooling field), the transition
temperature is lower than if the field is decreased from positive
saturation. We ascribe this finding to the generation of the
superconducting long-range odd-in-frequency triplet pairing
component with spin-projection one caused by noncollinear
magnetic moments in the sample, yielding the so-called triplet
superconducting spin-valve effect.

By investigating the superconducting transport and mag-
netic properties of the sample in minor loops (reducing the
absolute value of the applied field at which the direction of
change of the field is reversed), we found a correlation of
the triplet spin-valve effect to the minor magnetic transition
of the exchange biased bottom Cu41Ni59 layer at decreasing
field, which we were able to separate from the main magnetic
hysteresis. Thus, we were able to develop an empirical
quantitative description of the dependence of the spin-valve
effect on the decisive magnetic operational parameters.

Nevertheless, precise knowledge of the magnetic config-
uration of the magnetic layers is still missing. It is mostly
not possible to obtain detailed information from SQUID mag-
netometry for the weak Cu41Ni59 signal on the background of
the strong Co signal. Moreover, also PNR measurements could
not resolve the properties of the Cu41Ni59 layers. However, all
conclusions drawn from the magnetic measurements support
the interpretations made.

We demonstrated that the system can serve as a su-
perconducting MRAM element, which is able to operate
without requiring an external field for storage or readout
of the information, but only to set the logic state. Using
increased transport currents the system can, with acceptable
pair-breaking influence of the current, be driven into a full-
switching mode, in which the two states are completely
superconducting and normal conducting, respectively.

In conclusion, the present system can serve as fundamental
building block to build up a superconducting MRAM device
for application in superconducting spintronics. Thus, the
presented triplet spin valve is a superconducting analog to
the conventional GMR spin valve for application as MRAM
element, however, it has, by its superconducting nature,
potential for much higher efficiency.
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APPENDIX A: DIFFERENT SPIN VALVE MECHANISMS IN
F/S/F AND FI/S/FI SYSTEMS

Following the pioneering works of Sarma [109], de Gennes
[110], Deutscher and Meunier [111], and Hauser [112],
recently Li et al. [63] prepared a FI/S/FI SSV (using FI = EuS
and S = Al), which shows a transition from the entirely normal
conducting to the superconducting state, when switched from
the parallel to the antiparallel configuration of the magneti-
zations of the FI layers. Since the device can be either in the
high or zero resistance state, even at H = 0, it can serve as an
MRAM element. Their interpretation is based on the prediction
of de Gennes [110] for the exchange field experienced by the
conduction electrons and further elaborations of the problem
by Kulic and Endres [113].

Thin film FI/S samples in a magnetic field exhibit a spin
split quasiparticle excitation spectrum of the superconducting
state [114–121], similar to S films [119,122–125]. However,
for FI/S films there is an additional contribution to the size
of the splitting (for EuS/Al also observed in zero applied
field [116]), interpreted as an exchange field induced into the
superconductor by the presence of the FI layer. This exchange
field decays on a distance of order ξ0(Tc0) = h̄vF /(2πkBTc0)
into the superconductor [126]. The length ξ0(Tc0) represents
the size of a Cooper pair at T = Tc0 [127]. Here, kB is
Boltzmann’s constant, vF the Fermi velocity of the S material,
and h̄ = h/2π with h Planck’s constant.

In the theory of Tokuyasu, Sauls, and Rainer [126] the
exchange field is a consequence of a boundary condition
describing the interaction of electrons that tunnel into the
FI and interact with the average exchange field of the local
moments. The excess splitting of the quasiparticle density of
states results from quasiparticle tunneling into the magnetic
insulator and subsequent reflection into the superconductor.
In this process the spin vector of the quasiparticles is rotated
(the angle of rotation is interpreted as spin mixing angle) and
a phase shift occurs between the incident and reflected states,
which is not further considered in that theory.

According to Eschrig [128], the reason for the spin rotation
is a phase delay between the reflected and the incoming wave
at the interface between a superconductor and a ferromagnetic
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insulator, which differs for both spin directions. This leads
to a spatial modulation of the superconducting singlet pair-
ing component mixed with the spin-projection zero triplet
component determined by the spin mixing angle [128] (see
Ref. [54] and references therein for a discussion of the different
superconducting pairing components).

For a FI/S/FI system, the phase delay and spin-rotation
effects increase if the magnetizations of the FI layers are
parallel and they cancel for antiparallel orientation, yielding a
low and high superconducting transition temperature, respec-
tively [126]. However, this cancellation is only complete if
the thickness of the S layer is very small compared to ξ0(Tc0),
because this is the scale on which the induced exchange field
decays into the S material, as discussed above.

In the F material of S/F bilayers and F/S/F trilayers,
a spatial modulation of the singlet mixed with the spin-
projection zero triplet pairing amplitude occurs [128]. The
critical temperature depends on the pairing wave function
flux through the boundary between the S and F layer(s). For
finite F layers, the modulation of the pairing amplitude yields
interference phenomena depending on its phase at the outer
interface of the F layer, thus, changing the pairing amplitude
flux and modulating Tc as a function of the interference
condition and, thus, as a function of dF [9,10,129]. In a F/S/F
trilayer, the boundary conditions at the two S/F interfaces
are different for parallel and antiparallel configuration of the
magnetizations (see the Appendix of Ref. [9]), resulting in
a superconducting transition temperature, which depends on
the relative orientation of the magnetizations. For antiparallel
configurations the Tc can both be higher or lower than for the
parallel configuration, which corresponds to a standard [15,20]
or inverse spin-valve effect [20], respectively.

APPENDIX B: SATURATION MAGNETIC
MOMENTS/MAGNETIZATIONS

1. Sample of the present work for decreasing magnetic field

In this section, the superscript dec to indicate decreasing
field has been dropped for the sake of clarity of the formulas.

The saturation magnetic moments, mS , for the major and
the minor magnetic transition at decreasing field are obtained
at HS = 50 kOe from a fit of ∂m

∂HD
in the range from HD = −2.0

to −4.5 kOe, using

∂m

∂HD

= 2

π

[
ms,maj Ht,maj

H 2
t,maj + (HD − Hc,maj)2

+

+ ms,min Ht,min

H 2
t,min + (HD − Hc,min)2

]
+ s (B1)

with Ht a threshold field (determining the field relative to the
coercive field, at which half of the saturation magnetization is
realized) and Hc the coercive field of the respective layers and
s a constant offset due to dia-, para-, and antiferromagnetic
contributions. This is the field derivative equivalent to the
model by Geiler et al. [66]. Prior to the fit in Fig. 5(c),
the offset has been evaluated from a fit of the high field
data (|HD| = 25 − 50 kOe) of the field derivative of the
magnetization, where all ferromagnetic layers are saturated,
yielding s = −(6.924 ± 0.008) × 10−6 emu/kOe. Figure 5(c)
shows the derivative, the fit according to Eq. (B1) and the

TABLE I. Fit parameters obtained by fitting Eq. (B1) for
decreasing HD [see Fig. 5(c)].

Fit Parameter Value

ms,maj (1.13 ± 0.02) × 10−4 emu
ms,min (0.053 ± 0.012) × 10−4 emu
Ht,maj 313 ± 7 Oe
Ht,min 120 ± 32 Oe
Hc,maj −2.834 ± 0.004 kOe
Hc,min −3.587 ± 0.022 kOe

individual contributions from both layers. The fit parameters
obtained are given in Table I.

Assigning the major and minor transition to the Co and
bottom Cu41Ni59 layer, respectively, we can calculate the
magnetic moment per atom from the saturation magnetic
moment according to

mat

μB

=
mS /

(
NA

VL

Vm

)
0.9274 × 10−20 emu

. (B2)

Here, VL, is the volume of the respective layer, Vm is the molar
volume of the respective material, NA the Avogadro constant,
and μB = 0.9274 × 10−20 emu [84] the Bohr magneton.

The molar volume can be obtained from the molar mass,
Mm and and the density ρ, using Vm = Mm/ρ.

The density of fcc-Co has been calculated using the molar
mass and knowledge of the unit cell according to

ρfcc-Co = Mm
Nf cc

NA

a3
fcc-Co

(B3)

with afcc-Co = 3.548 Å (obtained from x-ray powder diffrac-
tion, see p. 2062 of Ref. [130], and Ref. [131]) and the number
of atoms in a fcc unit cell, Nf cc = 4.

The molar volume of the Cu41Ni59 alloy has been calculated
according to Vegard’s rule [132] by

Vm,CuNi = 0.41Vm,Cu + 0.59Vm,Ni (B4)

using the Vm for Cu and Ni, as calculated from the cor-
responding literature values for Mm and ρ from [133] (see
Table II). The density can be calculated analogously as linear
interpolation between Cu and Ni.

All material parameters and results for Cu, Ni, Cu41Ni59,
fcc-Co, and hcp-Co are summarized in Table II.

Using Eq. (B2) and VL, calculated from the cross-sectional
area, A, of the sample (10 mm × 2.3 mm = 23 mm2) and
the thickness, d, of the Co and the bottom Cu41Ni59 layer,

TABLE II. Material parameters for hcp-, fcc-Co, Cu, Ni, and
Cu41Ni59. The values indicated by the asterisk are calculated
according to the details in the text. The density of hcp Co has been
taken from Ref. [134], all other parameters are taken from Ref. [133].

Parameter hcp-Co fcc-Co Cu Ni Cu41Ni59

Mm [g/mol] 58.93 58.93 63.55 58.71 n/a
ρ[g/cm3] 8.90 8.77∗ 8.96 8.90 8.92∗

Vm[cm3/mol] 6.62∗ 6.72∗ 7.09∗ 6.60∗ 6.80∗
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TABLE III. Layer properties for the Cu41Ni59 and the Co layer.
If two values are given for the Co layer, they are calculated assuming
a hcp and fcc structure, respectively.

Parameter hcp/fcc Co bottom Cu41Ni59

A[mm2] 23 23
d [nm] 4.6 2.2
VL[cm3] 106 × 10−9 51 × 10−9

ms[10−4 emu] 1.13 ± 0.02 0.053 ± 0.012
mat [μB ] 1.27 ± 0.02 / 1.29 ± 0.02 0.13 ± 0.03
Ms[emu/cm3] 1070 ± 20 105 ± 24
M̃s [emu/g] 120 ± 2 / 122 ± 2 12 ± 3

respectively, and the molar volumes from Table II, we calculate
the magnetic moment per atom. The relevant quantities and
results are summarized in Table III. Here, also the saturation
magnetization, Ms = ms/VL, i.e., the saturation magnetic
moment per volume, and the specific saturation magnetization,
M̃s = Ms/ρ, i.e., the saturation magnetic moment per mass,
are given.

The atomic magnetic moment obtained for the bottom
Cu41Ni59 layer is close to the value for bulk material of 0.14 μB

[135] and values of 0.14 μB and 0.16 μB , which we obtained
from SQUID measurements on stand-alone Cu41Ni59 films
in our former work [9]. Thus, the assignment of the minor
transition for decreasing HD to the bottom Cu41Ni59 layer, is
considered reasonable.

In Table IV we collected various results for the magnetic
moment, the magnetization, and the specific magnetization
for different systems and structures. In Ref. [136], the flux
density associated with the saturation magnetization is given
to be JS = 1.82 T. The related saturation magnetization is
MS = JS/μ0 with μ0 = 4π × 10−7 Vs/(Am). To obtain the
results in the cgs-emu system from the international SI system
we use that 1 emu/cm3 ≡ 103 A/m [64]. Since MS = ms/VL

we obtain mat according to Eq. (B2). In Ref. [137] the value
for M̃S is given in Fig. 5 on p. 190.

It is apparent from the data in Table IV, that the magne-
tization of hcp-Co tends to be higher than for fcc-Co. Since
the magnetization obtained for the Co layer in the present
work can even be classified as the lower end of the fcc results,
we conclude, that our Co film has fcc structure. However,

a definite classification as fcc-Co can only be obtained by
structural analysis.

2. Sample of the present work for increasing magnetic field

Due to the lack of clear structures in ∂m/∂HD for
increasing HD , a direct fit by Eq. (B1) is not possible. Maybe
even the shape of the peak does not satisfy this model,
as it appears to be asymmetric with respect to the field.
Nevertheless, a rough estimation of the magnetic moment
of the major transition yields mS,major = 1.1 × 10−4 emu
(superscript “inc” omitted), which is close to the one obtained
for the Co layer in decreasing field. For the minor transition,
no reliable estimation could be obtained.

APPENDIX C: CONSIDERATIONS OF VARYING
EXCHANGE COUPLING

Taking into account a varying exchange coupling, which is
strongly depending on the anisotropies in the ferromagnetic
and antiferromagnetic layers, due to different local composi-
tions and even different local magnetic anisotropies of CoOx

[80,97], we will discuss possible origins and results of such
variations in the following.

The compositions of CoOx strongly affects the Néel
temperature, TN . This can lead to different sequences of
magnetic ordering when field cooling. The Néel temperature of
CoO films is higher than the Curie temperature, 	C expected
for our Cu41Ni59 films (although TN possibly reduced below
the bulk material value of about 290 K [140,141], as discussed
in Refs. [142–145], it is close to the bulk value even for a
film thickness of 10 nm). We observed 	C ≈ 110–120 K for
stand-alone Cu41Ni59 films in Ref. [9], close to the results of
Refs. [146] and [147]. This is below the bulk material value of
180 K [135]. Because the thickness of the Cu41Ni59 layers in
the present work is smaller than in Ref. [9], a further reduction
of 	C is expected [68]. For Co3O4 the relative temperatures are
vice versa, even without considering a reduction of the Néel
temperatures [148–151] below the bulk value of about 40 K
[150,152,153]. These different relative ordering temperatures
affect the appearance of exchange bias in the system [97].

It has been observed in Ni/Co3O4 thin film bilayers [154],
that very thin CoO and NiO layers are formed by a solid-state
reaction at the interface, yielding exchange bias to persist up to

TABLE IV. Literature values for the magnetic moment, the magnetization, and the specific magnetization for different systems and
structures. Values indicate by the asterisk are calculated from the literature values using Table II.

Structure System Thickness (nm) mat (μb) Ms (emu/cm3) M̃s (emu/g) Reference

hcp Bulk H ‖ c axis n/a 1.729 1460∗ 164∗ [138]
hcp Bulk H ⊥ c axis n/a 1.721 1450∗ 163∗ [138]
hcp Films on W substrate 0.5–10 1.72∗ 1450 163∗ [136]
hcp MBE-grown Co-Au superlattices 0.5–4 1.50–1.65∗ 1267–1393 142–156∗ [75]
fcc Bulk n/a 1.56∗ 1300∗ 147.9 [137]
fcc Bulk n/a 1.69∗ 1400 160∗ [139]
fcc Evaporated films between thin Cu layers 1–10 1.36∗ 1131 129∗ [139]
fcc Sputtered films between thin Cu layers 1–10 1.60∗ 1333 152∗ [139]
fcc MBE-grown Co-Cu superlattices 0.5–4 1.40–1.57∗ 1160–1302 132–148∗ [75]
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FIG. 11. Selected data obtained for different magnetic field sweep widths, HS . Top: Superconducting transition temperature, Tc(HD), for
increasing and decreasing applied field, HD . The arrows indicate the sweep direction. Middle: Magnetic moment hysteresis loop, m(HD).
Bottom: SSV effect, �Tc(HD) (black squares) and field derivative of the magnetic hysteresis loop for decreasing field, ∂m/∂HD (red dots). In
all panels, the solid lines are guide to the eye.

temperatures far above the TN of bulk Co3O4. In this system,
the antiferromagnetic NiO layer can mediate the exchange
bias between the CoO and the Ni films. A similar effect is
possible to occur in the sample of the present work between
the bottom Cu41Ni59 layer and possible Co3O4 grains, tending
to even out the different exchange bias strength for different
local compositions.

Even if different exchange bias strengths are present, the
exchange interaction within the bottom Cu41Ni59 will tend
to smear out these differences. The shortest scale on which
nonhomogeneous magnetization can exist in a ferromagnetic
material is given by the exchange stiffness length, lex .

In Eqs. (7.8) of his book [84], Coey gives an expression for
lex . Using the expression he gives for the exchange stiffness
(Eq. (7.7) of Ref. [84]) and the relation of the Curie temperature
and the exchange constant (Eq. (5.26) of Ref. [84]), we obtain

lex =
√

A

μ0M
2
S

, with A = 3kB	c

2am

× Zc

Z
. (C1)

Here, A is the exchange stiffness, Zc the number of magnetic
atoms per unit cell, Z the number of magnetic nearest
neighbors, am the lattice constant of the magnetic unit cell
(for elemental magnets this is equal to the materials lattice
constant a0), and kB Boltzmann’s constant.

For the bottom Cu41Ni59 layer of the present work, it is
MS = 105 emu/cm3 ≡ 105 × 103 A/m (converted to SI units
[64]). A typical value, we obtained for stand-alone Cu41Ni59

film is 	c = 115 K (see above). For our diluted magnetic
alloy we assume that the ratio of Z = 12 and Zc = 4 (for
a fcc lattice) remains constant upon dilution. With a0,Cu =
3.597 Å and a0,Ni = 3.499 Å [155], we obtain a0,Cu41Ni59 =
3.539 Å, applying Vegard’s rule [132]. Using am = a0,Cu41Ni59,
this results in lex = 13 nm for our bottom Cu41Ni59 layer.

For the Co/CoOx exchange coupling, TN is well below
	C of the Co film. A strong reduction of 	C below the bulk
value of 1390 K (see Table 33.1 of Ref. [156], Ref. [157]) is
reported only for ultrathin films below six monolayers. The
suppression is more pronounced for fcc-Co [73,74,158,159]
than for hcp-Co [160].
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FIG. 12. Selected data obtained for different magnetic field sweep widths, HS . Top: Superconducting transition temperature, Tc(HD), for
increasing and decreasing applied field, HD . The arrows indicate the sweep direction. Middle: Magnetic moment hysteresis loop, m(HD).
Bottom: SSV effect, �Tc(HD) (black squares) and field derivative of the magnetic hysteresis loop, ∂m/∂HD (red dots). In all panels, the solid
lines are guide to the eye. For a discussion of the correction of �Tc in the bottom right panel see the text.

FIG. 13. Superconducting spin-valve effect, �Tc(HD), normal-
ized to the maximum value �Tc(HD,max) for the respective HS , as a
function of the field derivative χ = ∂m(HD+�HD )

∂HD
for increasing HD .

Here, �HD is the field shift between the maximum of the derivative
and the maximum of the effect. The arrows indicate the sequence
of data points from negative HD to positive HD (starting at zero χ ).
Solid lines are guide to the eye.

APPENDIX D: SSV EFFECT �Tc IN COMPARISON WITH
m(HD) AND ∂m/∂ HD

In Figs. 11 and 12, a series of figures are shown,
which demonstrate the relation between the Tc(HD) data, the
magnetic hysteresis curve, m(HD), and its field derivative for
different sweep widths, HS . In the Tc data of Fig. 12 right col-
umn (blue symbols/line), an apparent offset between the left-
ward and rightward sweep, nonvanishing even for the region of
magnetic saturation at the positive reversal, has been observed.
Thus, we corrected for this offset (see black symbols/line) to
obtain data points for the correlation with the magnetic data in
Figs. 8 and 13.

APPENDIX E: SSV EFFECT VS FIELD DERIVATIVE OF
MAGNETIC MOMENT HYSTERESIS DATA FOR

INCREASING FIELD

In Fig. 13 the SSV effect at HD is plotted as a function of
the field derivative, χ = ∂m(HD + �HD)/∂HD , for different
sweep width, HS . This is essentially the same plot as
Fig. 8, however, the different sweep widths are indicated by
coloring.
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