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In-plane resistivity measurements as a function of temperature and magnetic field up to 35 T with precise
orientation within the crystallographic ac plane were used to study the upper critical field Hc2 of the hole-
doped iron-based superconductor Ba1−xKxFe2As2. Compositions of the samples studied spanned from under-
doped x = 0.17 (Tc = 12 K) and x = 0.22 (Tc = 20 K), both in the coexistence range of stripe magnetism and
superconductivity, through optimal doping x = 0.39 (Tc = 38.4 K) and x = 0.47 (Tc = 37.2 K), to overdoped
x = 0.65 (Tc = 22 K) and x = 0.83 (Tc = 10 K). We find notable doping asymmetry of the shapes of the
anisotropic Hc2(T ), suggesting the important role of paramagnetic limiting effects in the H ‖ a configuration in
overdoped compositions and multiband effects in underdoped compositions.
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I. INTRODUCTION

Distinctive features of the iron-based high-transition-
temperature, Tc, superconductors [1] are very high values
of the upper critical fields Hc2 [2] and their low anisotropy
with respect to the Fe-As layer (tetragonal or orthorhombic
ab plane), γH = Hab

c2 /Hc
c2 [3–6]. Anisotropy of the upper

critical field in the orbital limiting scenario [7] is determined
by the anisotropy of the Fermi velocity and thus is linked with
resistivity anisotropy γρ ≡ ρc/ρa with γρ ≈ γ 2

H at Tc [8,9]. In
uniaxial (tetragonal and hexagonal) crystals, the dependence
of the orbital Hc2 on angle θ with respect to the ab plane can
be written as

Hc2(θ ) = Hab
c2√(

γ 2
H − 1

)
sin2 θ + 1

. (1)

Notable deviations from this angular dependence were
found in electron overdoped Ba(Fe1−xNix)2As2 and discussed
in the multiband scenario [10]. Deviations can be particularly
pronounced when magnetic field is aligned parallel to the
conducting plane, so that orbital upper critical fields can be-
come higher than paramagnetic limit [11]. Crossover between
the orbital and paramagnetic limiting mechanisms leads to a
difference in the shape of the Hc2(T ) line, which was noted in
KFe2As2 [9,12] and nearby hole-overdoped Ba1−xKxFe2As2

compositions [13,14]. The importance of the paramagnetic
limiting effects was also suggested by the observation of the
first-order transition at the Hab

c2 (T ) line at low temperatures
in the thermal expansion and magnetostriction measurements
in KFe2As2 [15], small angle neutron scattering [16] and
anomalous hysteresis in field-sweep resistivity measurements
[13]. Since close to Tc Hc2 is always determined by orbital
mechanism, one needs to study low temperatures regime
where superconducting gap is fully developed. Thus far low-
temperature measurements in the underdoped Ba1−xKxFe2As2

*Deceased.

compositions have been performed only in the H ‖ c config-
uration [17]. To the best of our knowledge there have been no
studies of the anisotropy of Hc2 in the conducting plane of any
of the iron-based superconductors, which is usually neglected
as being small compared to ac-plane anisotropy, in line with
experimental studies in some compounds [18–20].

In hole-doped materials Ba1−xKxFe2As2 the slope of the
Hc

c2(T ) curves close to zero-field Tc over a broad composition
range, 0.22 � x � 1, scales well with Tc, while the γH

anisotropy somewhat increases for x > 0.83 close to x = 1
[9,21]. Interestingly, this is the composition range where
the superconducting gap also becomes nodal [22–28]. In the
end hole-doped composition KFe2As2, the upper critical field
Hc

c2 strongly changes upon pressure-induced transition [29]
between two different superconducting states [30–32]. It was
argued that the transformation is consistent with the transfor-
mation of the superconducting gap structure, namely, devel-
opment of horizontal nodes in the superconducting gap [29].

The dependence of the upper critical field on the supercon-
ducting gap structure, on proximity to magnetism, and on the
topology of the Fermi surface makes doping evolution of the
upper critical field in hole-doped Ba1−xKxFe2As2 nontrivial.
The superconducting state of Ba1−xKxFe2As2 (see the doping
phase diagram in the bottom panel of Fig. 1) has ranges of
coexistence with two different types of magnetism (stripe anti-
ferromagnetic C2 phase [33] and tetragonal antiferromagnetic
C4 phase [34–36]). The anisotropy of the superconducting gap
notably increases in the C2AF-superconductivity coexistence
range [17,37], similar to overdoped compositions. In addition
Fermi surface topology changes at x ∼ 0.5 [38,39] and x ∼
0.7–0.8 [40], with the latter also being accompanied by the
superconducting gap anisotropy change [26,28].

In this paper we report a comparative study of the
precision-alignment anisotropic Hc2(T ) for underdoped and
overdoped compositions of hole-doped Ba1−xKxFe2As2 using
dc magnetic field up to 35 T in the National High Magnetic
Field Laboratory in Tallahassee. The compositions were
selected with close values of Tc in the 10 K range (x = 0.17,
Tc = 12 K and x = 0.83, Tc = 10 K), in the 20 K range
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FIG. 1. Top: Temperature-dependent electrical resistivity of se-
lected representative samples of Ba1−xKxFe2As2 with x = 0.17,
0.22, 0.39, 0.47, 0.65, and 0.83. Compositions were chosen to have
Tc of about 10 K on the overdoped (x = 0.83) and underdoped
(x = 0.17) sides, 20 K (x = 0.65 and 0.22), and above 35 K (x = 0.39
and 0.47). Bottom: Doping phase diagram with the position of
the samples studied. C2AF corresponds to a range of the stripe
antiferromagnet phase, C4AF corresponds to a range of the tetragonal
C4 antiferromagnetic phase, C4PM corresponds to the tetragonal
paramagnetic state, and SC is the domain of the superconductivity,
including ranges of coexistence with C2AF and C4AF phases
(SC+AF).

(x = 0.22, Tc = 20 K and x = 0.65, Tc = 22 K), and in the
38 K range close to optimal doping (x = 0.39, Tc = 38.4 K
and x = 0.47, Tc = 37.2 K). The whole H−T phase diagram
could be explored in the 10 K class samples, a large part of it
could be explored in the 20 K class samples, and only a small
range could be explored in the optimally doped samples. Our
main findings are a clear tendency for paramagnetic limiting
effects on the overdoped side of the phase diagram and a
notable difference in the shape of Hab

c2 (T ) lines in samples of
similar Tc in the overdoped and underdoped ranges.

II. EXPERIMENT

Single crystals of Ba1−xKxFe2As2 were grown using
the self-flux method [21,41]. Samples used for four-probe
electrical resistivity measurements were cleaved from the inner
parts of large single crystals (with a surface area up to 1
cm2 and 0.3 mm thickness) and had dimensions of typically
(2–3) × 0.5 × 0.1 mm3, with the longer side along the [100]
tetragonal direction. Silver wires were soldered using Sn to the

fresh-cleaved surface of the samples [42,43] to make electrical
contacts with several microOhm resistance. Sample resistivity
at room temperature, ρ(300 K), was doping independent
within statistical error bars of geometric factor determination,
±10%. For all samples it was set to an average value as
determined on a big array of crystals, ρ(300 K) = 300 μ� cm,
[8]. Temperature-dependent electrical resistivity ρ(T ) mea-
surements were performed down to 1.8 K in a Quantum Design
physical property measurement system (PPMS) for sample
screening. Measurements were performed in zero magnetic
field. The sharpness of the zero-field resistive transition was
used as a criterion for sample selection. The composition of
the selected samples was determined using electron probe
microanalysis with wavelength dispersive spectroscopy. In
Fig. 1 we show the low-temperature part of temperature-
dependent resistivity of selected samples. Their positions on
the doping phase diagram are indicated with triangles in the
bottom panel of Fig. 1.

Selected samples were glued with GE varnish to a plastic
platform, fitting the single-axis rotator of the 35-T dc magnet
in the National High Magnetic Field Laboratory. Sample
resistance was checked after mounting and was found to be
identical to the initial value. The sample’s long axis (current
direction) was aligned by eye parallel to the rotation axis (with
accuracy of about 5◦). High-field measurements were made in a
He cryostat with a variable-temperature control insert allowing
for temperatures down to 1.5 K. The stepping-motor-driven
rotator enabled in situ rotation with ∼0.1◦ resolution around a
horizontal axis in a single-axis rotation system of vertical 35-T
magnetic field. In an ideal case of perfect parallel alignment
of sample and rotation axes, during this rotation the direction
of the magnetic field with respect to the crystal traverses in the
tetragonal (100) plane (ac plane), always remaining perpen-
dicular to the current. However, the field-rotation plane may
be somewhat inclined from the (100) plane due to potential
misalignment of sample and rotator axes (see [10] for details).
This misalignment does not affect precision alignment in the
H ‖ ab plane configuration (θ = 0), which was achieved by
measuring angle-dependent resistivity in a field slightly below
the end of the resistive transition in field close to parallel to the
plane configuration (see the inset in the top left panel of Fig. 2).

III. RESULTS

In Fig. 2 we show isothermal magnetic-field sweep resistiv-
ity data ρ(H ) taken at different temperatures in magnetic fields
aligned along the c axis (θ = 90◦, top panel) and precisely
along the conducting plane (θ = 0◦, middle panel) for the
underdoped composition of Ba1−xKxFe2As2 with x = 0.17
(left column of panels). The inset in the top left panel shows
angle-dependent resistivity in magnetic field slightly below
Ha

c2 used for field alignment parallel to the conducting plane.
The bottom left panel summarizes H−T phase diagrams as
determined using the transition midpoint criterion (symbols in
top and middle panels). The use of this criterion is justified
by the small variation of the resistive transition width on
application of magnetic field and its independence of the
extrapolation, a typical problem for onset and offset criteria.
The low value of Tc = 12 K in the sample enables complete
suppression of superconductivity at the base temperature in
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FIG. 2. Left: Magnetic-field-dependent resistivity of underdoped
sample Ba1−xKxFe2As2, x = 0.17, taken in isothermal conditions in
magnetic fields oriented along the tetragonal c axis (H ‖ c, top panel,
temperatures: 16, 14, 12, 10, 8, 7, 6, 5, 4, 3, and 2 K, from left to
right) and perpendicular to it (H ‖ a, middle panel, temperatures,
from left to right: 15, 13, 11, 9, 8, 7, 6, 5, 4, 3, 2, and 1.8 K). The
bottom panel shows H−T phase diagrams for two field orientations
determined using the midpoint criterion between up- and down-field
sweeps. The inset in the top panel shows the sample alignment
procedure. Resistivity measurements were taken in field H slightly
lower than Ha

c2, in which sample resistance shows strong angular
dependence. The curve was measured in the one-direction motion of
the rotator to avoid backlash, with the deep minimum corresponding
to H ‖ ab. Right: Magnetic-field-dependent resistivity of underdoped
sample Ba1−xKxFe2As2, x = 0.22, taken in isothermal conditions in
magnetic fields oriented along the tetragonal c axis (H ‖ c, top panel,
temperatures: 16, 14, 12, 10, 8, 7, and 6 K, from left to right) and
perpendicular to it (H ‖ a, middle panel, temperatures, from left to
right: 20, 18, 17, 16, 15, 14, 13, and 11 K). The bottom panel shows
H−T phase diagrams for two field orientations determined using the
midpoint criterion between up- and down-field sweeps.

the H ‖ c configuration and essential suppression in the H ‖ a

configuration. The data in the H ‖ c configuration are in
reasonable agreement with previous measurements in a smaller
field-temperature range [17], finding nearly T -linear Hc

c2(T )
with small up-ward curvature without any sign of saturation on
T → 0, contrary to Werthamer-Helfand-Hohenberg (WHH)
theory expectations [7]. A clear down-ward curvature with the
tendency for saturation is found in the Ha

c2(T ) curve.

FIG. 3. Left: Magnetic-field-dependent resistivity of sample
Ba1−xKxFe2As2, x = 0.39, taken in isothermal conditions in mag-
netic fields oriented along the tetragonal c axis (H ‖ c, top panel,
temperatures: 38, 37, 36, 35, 34, 33, 32, 31, 30, and 29 K left to
right), and perpendicular to it (H ‖ a, middle panel, temperatures,
from left to right: 38, 37, 36, 35, and 34 K). The bottom panel shows
H−T phase diagrams for two field orientations determined using the
midpoint criterion between up- and down-field sweeps (open sym-
bols) and constant resistance criterion (line and solid symbols). Right:
Magnetic-field-dependent resistivity of sample Ba1−xKxFe2As2, x =
0.47, taken in isothermal conditions in magnetic fields oriented along
the tetragonal c axis (H ‖ c, top panel, temperatures: 38, 37, 36, 35,
34, 33, 32, 31, 30, and 29 K, from left to right) and perpendicular to it
(H ‖ a, middle panel, temperatures, from left to right: 38, 37, 36, 35,
and 34 K). The bottom panel shows H−T phase diagrams for two
field orientations determined using the midpoint criterion between
up- and down-field sweeps (open symbols) and constant resistance
criterion (lines and solid symbols).

In the top and middle panels of the right column in
Fig. 2 we show raw resistivity field-sweep data in a sample
with x = 0.22; the phase diagram is presented in the bottom
panel. Magnetic field of 35 T H ‖ c is sufficient to suppress
superconductivity down to T = 6 K (T/Tc ≈ 0.3), while in
H ‖ a superconductivity can be suppressed only down to
10 K (T/Tc ≈ 0.5). Despite a limited range of magnetic
field, the temperature-dependent anisotropic Hc2(T ) reveal the
same trend as found in the x = 0.17 sample, with close to
linear dependence and small up-ward curvatue in H ‖ c and a
tendency for saturation in H ‖ a.
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FIG. 4. Left: Magnetic-field-dependent resistivity of sample
Ba1−xKxFe2As2, x = 0.65, taken in isothermal conditions in mag-
netic fields oriented along the tetragonal c axis (H ‖ c, top panel,
temperatures: 16, 14, 12, 10, 8, 7, 6, 5, 4, and 2 K, from left to
right) and parallel to the plane (H ‖ a, middle panel, temperatures,
from left to right: 24, 22, 20, 19, 18, 17, 16, 15, 14, 13, and
11 K). The bottom panel shows H−T phase diagrams for two field
orientations determined using the midpoint criterion between up-
and down-field sweeps. Right: Magnetic-field-dependent resistivity
of sample Ba1−xKxFe2As2 x = 0.83 taken in isothermal conditions
in magnetic fields oriented along the tetragonal c axis (H ‖ c, top
panel, temperatures: 12, 10, 8, 6, 5, 4, 3, and 2 K, from left to right)
and perpendicular to it (H ‖ a, middle panel, temperatures, from left
to right: 11, 9, 8, 7, 6, 5, 4, 3, and 2 K). The bottom panel shows
H−T phase diagrams for two field orientations determined using the
midpoint criterion between up- and down-field sweeps.

In Fig. 3 we show raw resistivity data (top panels in H ‖ c

configurations and middle panels in H ‖ a configurations) and
H−T phase diagrams (bottom panels) in samples close to
optimal doping, x = 0.39 (left column) and x = 0.47 (right
column). A very narrow part of the phase diagram can be
explored with a 35-T magnetic field; however, even in this
limited range the difference between close to T -linear Hc

c2
and down-curving Ha

c2 is visible. Note the strong variation of
the normal-state resistivity with temperature in both samples,
which makes determination of Hc2 using the same resistivity
criterion impossible. The transition midpoint is also an ill-
defined criterion for the sample because of rounding of ρ(H )
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FIG. 5. Left: Comparison of the H−T phase diagrams of a 10 K
pair of underdoped (x = 0.17) and overdoped (x = 0.83) samples.
Middle: A similar comparison for a 20 K pair of underdoped
(x = 0.22) and overdoped (x = 0.65) samples. Right: Data for
samples close to optimum doping, x = 0.39 and x = 0.47. Note the
clear tendency to saturation in both overdoped compositions for the
magnetic-field configuration H ‖ a.

curves in the normal state, presumably due to filamentary
superconductivity in the normal state.

In Fig. 4 we show resistivity vs field curves in H ‖ c

(top panels) and H ‖ a (middle panels) configurations for
overdoped samples x = 0.65 (left column) and x = 0.83 (right
column). A smaller value of Tc enables characterization of the
whole phase diagram for the 10 K class sample x = 0.83. Note
the decrease of the normal-state resistivity on cooling in both
compositions, the tendency for Hc

c2(T ) saturation on cooling,
and the pronounced tendency for saturation at temperatures
close to zero-field Tc in the H ‖ a configuration.

Experimental summary

In Fig. 5 we make a direct comparison of the H−T phase
diagrams of 10 K class samples (underdoped x = 0.17 and
overdoped x = 0.83; left panel), 20 K class samples (under-
doped x = 0.22 and overdoped x = 0.65; middle panel), and
optimally doped 38 K samples (x = 0.39 and x = 0.47; right
panel). This comparison highlights the difference between
two doping regimes. Hc

c2(T ) shows a small upward curvature
in underdoped compositions, somewhat reminiscent of the
dependence in layered superconductors [44] and in multiband
superconductors [45]. A slight tendency for saturation of
Hc

c2(T ) may be found in overdoped compositions. A tendency
for Hc2(T ) saturation for orbital limiting is expected to
become visible below T/Tc < 0.3 [7] (see Fig. 7 below).
Deviation from this prediction in iron-based superconductors
was discussed in the multiband scenario [10,45]. Indeed,
heat-capacity [46] and London penetration-depth studies [28]
suggest pronounced multiband effects, with the gap magnitude
on different sheets of the Fermi surface varying by a factor of
approximately 2.

The dependence in the configuration with magnetic field
parallel to the plane is even more intriguing. In Fig. 6 we
compare the data for all compositions in precision-aligned
H ‖ a conditions. Note the much more pronounced curvature
of Ha

c2(T ) close to zero-field Tc in the overdoped compositions.
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FIG. 6. Comparison of the H−T phase diagrams in parallel mag-
netic field Ha

c2(T ) for samples of Ba1−xKxFe2As2 for compositions
(from left to right) with x = 0.83 (solid circles), x = 0.17 (open
circles), x = 0.22 (open squares), x = 0.65 (solid squares), x = 0.39
(open triangles), and x = 0.47 (solid triangles).

IV. DISCUSSION

There are two mechanisms that determine the upper critical
field of superconductors. The first one, determined by the
supercurrent flow to screen the magnetic field, is referred to
as orbital limiting and described by WHH theory [7]. The
upper critical field at the T → 0 limit Hc2(0) in WHH theory
is determined by the slope of the Hc2(T ) curve close to Tc,
and as T goes to zero, the curve shows downward deviation
from linear dependence and eventual saturation towards the
value Hc2(0) ≈ 0.7Tc

dHc2
dT

in the isotropic case. In Fig. 7
we show the temperature-dependent Hc2(T ) as expected in
WHH theory and the data for isotropic NbTi as a typical
experimental observation.

Rather rare exceptions, when the upper critical field is not
determined by the orbital limiting, are found in the materials
in which the orbital motion of electrons is hampered by either
a short mean free path, heavy mass of conduction electrons
in heavy-fermion materials, or weak links between the con-
ducting layers in Josephson structures or in naturally highly
electronically anisotropic layered materials [47,48], provided
that the magnetic field is aligned precisely parallel to the
conducting layer. In this situation the upper critical field Hc2

is determined by Zeeman splitting of electron levels, known
as the Clogston-Chandrasekhar [11] paramagnetic limit. This
field is determined by a decrease of paramagnetic energy, be-
coming equal to the condensation energy of the superconduc-
tor. In weak-coupling BCS superconductors the paramagnetic
limiting field is determined in the T → 0 limit as Hp = 1.8Tc,
where Hp is the field in Teslas and Tc is in Kelvins. Note,
however, that even in materials with dominant paramagnetic
effects, the behavior of the Hc2(T ) line close to zero-field Tc is
always determined by the orbital limiting mechanism, so that
the slope of Hc2 lines at Tc reflects the anisotropy of the elec-
tronic structure. The width of the temperature range in which
the orbital limiting mechanism is dominant depends on the
ratio of orbital and paramagnetic limiting fields (the Maki pa-

FIG. 7. Comparison of the H−T phase diagrams of
Ba1−xKxFe2As2 in magnetic field precisely parallel to the plane
Ha

c2(T ) using normalized temperature, T/Tc0, and magnetic-field,
H/[Tc0dHc2(T )/dT ], scales. For reference we show expectations
for the orbital limiting mechanism in WHH theory [7] (black
solid line), the experimentally determined Hc2 line for the con-
ventional isotropic superconductor NbTi with dominant orbital
limiting (dashed brown line), the layered organic superconductor
κ-(BEDT-TTF)2Cu[N(CN)2]Br (κ-Br) in magnetic field parallel to
the conducting plane in which paramagnetic limiting starts in the
close vicinity of Tc [50] (blue line), and paramagnetically limited
CeCoIn5 [51] (magenta line). We also plot data for KFe2As2 as deter-
mined from magnetostriction and thermal expansion measurements
in x = 1 by Zocco et al. [15] (green crosses and line) and from
resistivity measurements in pulsed field for a sample with Tc ≈ 28 K
corresponding roughly to x = 0.25 from Yuan et al. (red line with
open circles) [5]. Solid symbols represent overdoped compositions
with x = 0.83 (circles), x = 0.65 (squares), and x = 0.47 (triangles).
Open symbols are used for underdoped compositions with x = 0.17
(circles) and x = 0.22 (squares) and for optimally doped x = 0.39
(triangles).

rameter) [49]. In strongly anisotropic materials, like organic κ-
(BEDT-TTF)2Cu[N(CN)2] Br (Tc = 12.8 K, γρ ∼ 104), where
BEDT-TTF stands for bis(ethylenedithio)tetrathiafulvalene,
this range is confined to the close vicinity of Tc [50], and
the experimentally determined Hc2(T ) curve makes a good
experimental example for the shape of the upper critical
field in paramagnetically limited superconductors [47]. This
dependence is shown in Fig. 7 with the blue line. For all the
curves in the figure the slope of lines near Tc was adjusted to
match orbital limiting expectations.

In Fig. 7 we plot the data for the 10 and 20 K class
samples of Ba1−xKxFe2As2 in the H ‖ a configuration in
comparison with curves for the orbital and paramagnetic
limiting cases. Note that the curve for x = 0.83 closely follows
expectations for paramagnetic limiting, with a negligible
orbital contribution. Interestingly, even the value of the upper
critical field for this sample is close to expectations for a weak-
coupling superconductor, Hp = 1.8 × 10 = 18 T (see Fig. 6).
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The curve for the other overdoped composition, x = 0.65,
still is very close to expectations for paramagnetic limiting
and closely follows experimental data for CeCoIn5 (magenta
line), a strongly paramagnetically limited superconductor [51].
The curves for optimally doped samples with x = 0.39 (open
triangles in Fig. 7) and x = 0.47 (solid triangles) are defined in
a too narrow range to distinguish clearly between orbital and
paramagnetic limits. The data for underdoped compositions
with x = 0.17 (open circles) and x = 0.22 (open squares)
are close to orbital limiting. For reference we also plot the
literature data for the sample with x = 1 [15] and for the un-
derdoped sample with Tc ≈ 28 K (x ∼ 0.25) [5]. The curve for
the latter sample is very close to the dependence for x = 0.22
in our measurements; the curve for x = 1 deviates somewhat
more from the closest data for x = 0.83 in our measurements,
revealing a somewhat higher saturation value of Ha

c2.
The findings of our study are somewhat unexpected.

Paramagnetic effects in Hc2(T ) are usually found is quite
anisotropic materials, like layered organic κ-(BEDT-TTF)2Cu
N([CN)2]Br, with γρ ∼ 103–104. The anisotropy of the resis-
tivity and upper critical fields near Tc in Ba1−xKxFe2As2 is
significantly lower [9]; in KFe2As2, for example, γH ∼ 5–7
[9,12,15] and γρ ∼ 30 [24]. This observation might suggest
that increased effective masses, as found in heat-capacity
[14,46,52,53] and transport [23,29] studies, push orbital upper
critical fields up for both in-plane and out-of-plane field
orientations, similar to the heavy-fermion materials. In a
situation like this, asymmetry of the doping evolution of Hc2

a

may be a reflection of increasing effective mass, as reflected in
the increasing electronic heat-capacity coefficient γN ≡ Cel/T

on approaching the quantum critical point in the overdoped
compositions, rather than electronic anisotropy [46,52]. This
would suggest that the Ha

c2/Tc ratio should be increased on the
overdoped side, which is not the case.

On the other hand, the upper critical field in the H ‖ ab

configuration in the underdoped compositions is intermediate
between paramagnetic and orbital limiting, despite similar
anisotropy values of γH and significantly lower normal-state
electronic heat capacity γN [46]. Notable asymmetry may be
related to asymmetry found in the shape of Hc

c2(T ) with upward
deviations from the linear dependence in the underdoped
x = 0.17 compared to downward deviations in overdoped
x = 0.83 and x = 0.65. In the multiband scenario upward

deviation may suggest a notable increase in the effective gap
magnitude in x = 0.17 on cooling, which can lead to upward
deviation even in the paramagnetic limiting regime. It is known
that multiband effects are needed to account for heat capacity
[46] and London penetration depth [28] for all compositions
of Ba1−xKxFe2As2. Our observation may be suggestive of
stronger multiband effects on the underdoped side.

Another possible source of asymmetry may be coexistence
with long-range magnetic order in the compositions x = 0.17
and x = 0.22 on the underdoped side of the phase diagram
but not in x = 0.65 and x = 0.83 on the overdoped side. Long
range magnetic order is known to affect the nodal structure of
the superconducting gap, as suggested theoretically [54] and
observed experimentally in London penetration-depth [37] and
thermal-conductivity [17] measurements. To the best of our
knowledge, the effect of the coexisting long range magnetic
order on the upper critical field Hc2 has not been discussed for
iron-based superconductors.

V. CONCLUSIONS

By performing a study of the anisotropic upper critical
fields in the Ba1−xKxFe2As2 series of compounds for a
range of compositions spanning from underdoped (x = 0.17)
to overdoped (x = 0.83) in precision-alignment magnetic-
field-orientation conditions, we found a strong paramagnetic
limiting of Ha

c2 in the overdoped compositions but not in
the underdoped compositions. We speculate that much more
pronounced multiband effects on the underdoped side may be
responsible for the asymmetry, as suggested by the difference
in the shapes of Hc

c2(T ) dependences.
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