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Magnetism and superconductivity in the layered hexagonal transition metal pnictides
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We investigate the electronic and magnetic structures of the 122 (AM2B2) hexagonal transition metal pnictides
with A = (Sr, Ca), M = (Cr, Mn, Fe, Co, Ni), and B = (As, P, Sb). It is found that the family of materials
shares critical similarities with those of tetragonal structures that include the famous iron-based high-temperature
superconductors. In both families, the next-nearest-neighbor (NNN) effective antiferromagnetic (AFM) exchange
couplings reach the maximum value in the iron-based materials. While the NNN couplings in the latter are known
to be responsible for the C-type AFM state and to result in the extended s-wave superconducting state upon
doping, they cause the former to be extremely frustrated magnetic systems and can lead to a time-reversal
symmetry-broken d + id superconducting state upon doping. Thus, if synthesized, iron-based compounds with
hexagonal structure can help us to determine the origin of high-temperature superconductivity.
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I. INTRODUCTION

The accidental discovery of iron-based superconductors in
2008 [1] was a great surprise to the entire high-temperature
(high-Tc) superconductivity research community. Since then,
iron-based superconductors have been one of the most active
research fields in condensed-matter physics. It was wildly
cheered that the study of these materials might eventually lead
us to understand the superconducting mechanism of unconven-
tional high-temperature superconductors. Nevertheless, even if
many rich physics in these materials have been discovered and
well understood, the superconductivity mechanism remains a
controversial subject.

Theoretically, to understand high-Tc superconductivity, dif-
ferent electronic properties or phenomena have been selected
and emphasized in different approaches and models [2]. The
essential difficulty in solving the high-Tc mechanism lies
in how to identify indispensable features that are directly
tied to high-Tc superconductivity among complex electronic
structure and physical phenomena. In principle, successful
identification should also lead us to predict new families of
high-Tc superconductors.

If we assume that there should be one unified super-
conducting mechanism for unconventional high-temperature
superconductors including cuprates [3], it is possible to make
the identification by comparing different classes of materials.
Considering the 122 family of iron-based superconductors,
the iron atoms can be fully replaced by other transition metal
atoms, such as Cr, Mn, Co, Ni, and Cu. These compounds
have the same lattice structures as the 122 iron-based supercon-
ductors. Accumulating experimental evidence [4–13] suggests
that they do not exhibit high-Tc superconductivity. These facts
lead us to ask a profound question: why is iron so special for
high Tc superconductivity?

If we compare all these similar materials, only the iron-
based materials exhibit C-type antiferromagnetic (AFM)
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order [14], and the superconductivity emerges when the
magnetic order is suppressed. The C-type AFM state indicates
the presence of strong effective AFM exchange couplings
between two next-nearest-neighbor (NNN) iron atoms. The
NNN AFM couplings are known to stem from the superex-
change mechanism through the couplings between the t2g

iron d orbitals and the anion p orbitals. In many previous
theoretical studies [15–17], these AFM interactions were
shown to generate strong superconducting pairings with
extended s-wave symmetry. Recently, we also pointed out
that the d6 configuration at Fe2+ is a unique configuration
to isolate the t2g orbitals near Fermi energy [18,19]. Thus, the
special electronic structure in which the t2g orbitals are isolated
near Fermi energy to generate the maximum superexchange
AFM interactions in the vicinity of the d6 configuration at
Fe2+ is suggested to be the key to the high-Tc mechanism.
This speciality is also satisfied in cuprates [3], in which the
single dx2−y2 eg orbital of Cu2+ which is responsible for the
superexchange interactions is isolated near Fermi energy.

In this paper, we argue that the hexagonal 122 transition
metal pnictides, AM2B2, with A = (Sr, Ca), M = (Cr, Mn, Fe,
Co, Ni), and B = (As, P, Sb), which have trigonal CaAl2Si2-
type structure, could be a new family of materials to test the
above identification of the superconducting mechanism. We
compare the magnetic properties between the tetragonal and
hexagonal 122 families of pnictides obtained from density
functional theory (DFT) calculations and find that the overall
trend of magnetism in the hexagonal structure with the change
of transition metal atoms is very similar to the one in the tetrag-
onal structure. Their similarities include the following: (1) the
NNN AFM exchange interactions reach maximum in Fe-based
materials, (2) the nearest-neighbor (NN) AFM interactions,
which are mainly attributed to the direct magnetic exchange
mechanism, are very strong in Cr/Mn-based materials, and
(3) in Co/Ni/Cu-based materials, magnetic interactions are
very weak or negligible. Because of the strong NNN AFM
interactions, the iron-based hexagonal materials are extremely
frustrated magnetic systems. Their electronic structure near
Fermi energy is mainly attributed to t2g orbitals that form
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FIG. 1. (a) The crystal structure of the hexagonal AM2B2

(A = Sr, Ca; M = Cr, Mn, Fe, Co, Ni; B = As, P, Sb) with the
trigonal CaAl2Si2-type structure (space group P 3̄m1, No. 164). (b)
The corrugated honeycomb lattice formed only by the M atoms in
the ab plane. Exchange interactions between NN J1, NNN J2, and
third NN J3 are indicated. (c) The crystal structure of AM2B2 (A =
Ba; M = Cr, Mn, Fe, Co, Ni; B = As, P) with the body-centered-
tetragonal structure (space group I4/mmm, No. 139). The in-plane
NN magnetic exchange interaction J1, the in-plane NNN exchange
interaction J2, and the out-of-plane NN along the c axis exchange
interaction Jz are indicated.

two quasi-two-dimensional electron pockets. Upon doping, the
superconductivity with d + id spin-singlet pairing symmetry
can be developed.

This paper is organized as follows. In Sec. II, we present the
calculation results from DFT and study the crystal structure
of hexagonal 122 transition metal pnictides AM2B2 (A =
Sr, Ca; M = Cr, Mn, Fe, Co, Ni; B = As, P, Sb). In Sec.
III, we review and summarize the magnetic properties of the
tetragonal family. In Sec. IV, we investigate the effective
magnetic exchange interactions in the hexagonal family. In
Sec. V, we investigate the pressure effect on the magnetism of
the hexagonal CaFe2As2. In Sec. VI, we discuss the electronic
structure of the hexagonal CaFe2As2 and analyze the possible
superconducting state. Finally, in Sec. VIII, we give a summary
and provide the main conclusions of our paper.

II. CRYSTAL STRUCTURES AND CALCULATION
METHODS

The 122 tetragonal and hexagonal crystal structures are
shown in Fig. 1. The 122 iron-based superconductors, such
as BaFe2As2, have a body-centered-tetragonal structure, as
shown in Fig. 1(c) with space group I4/mmm. Besides iron-
based materials, materials with this crystal structure have been
synthesized for Cr, Mn, Co, Ni, and Cu. The hexagonal 122
structure is shown in Fig. 1(a). This structure is referred to as
the trigonal CaAl2Si2-type structure with space group P 3̄m1.
(Sr, Ca)Mn2As2 with this structure has been synthesized. Here
we use the DFT calculations to systematically investigate
these families of materials. The 122 tetragonal family has
been intensively investigated. The magnetic states have been
correctly obtained by the DFT calculations. Although the

TABLE I. The experimental crystal structure parameters for
BaM2B2 (M = Cr, Mn, Fe, Co, Ni; B = P, As) with the body-
centered-tetragonal structure (space group I4/mmm).

a (Å) c (Å) ZAs

BaCr2As2 [25] 3.963 13.600 0.3572
BaMn2As2 [26] 4.154 13.415 0.3613
BaFe2As2 [27] 3.963 13.017 0.3545
BaCo2As2 [25] 3.958 12.670 0.3509
BaNi2As2 [10] 4.112 11.540 0.3476
BaFe2P2 [28] 3.840 12.442 0.3456

hexagonal 122 structure has also been investigated, there are
no systematic DFT results.

Our DFT calculations employ the projector augmented-
wave (PAW) method encoded in the Vienna Ab initio Simu-
lation Package (VASP) [20–22], and the generalized gradient
approximation (GGA) [23] for the exchange-correlation func-
tional is used. We relax the lattice constants and internal atomic
positions for the hexagonal family, where the plane-wave
cutoff energy is 600 eV and the k points are 13 × 13 × 7.
Forces are minimized to less than 0.01 eV/Å in the structural
relaxation. Throughout this work, cutoff energies of 500 eV
for the tetragonal family and 450 eV for the hexagonal family
are taken for expanding the wave functions into the plane-wave
basis. The number of these k points is 7 × 7 × 3 for the
tetragonal family and 7 × 11 × 7 for the hexagonal family
in the calculations of the magnetic structures. The GGA plus
on-site repulsion U method (GGA + U ) in the formulation
of Dudarev et al. [24] is employed to describe the associated
electron correlation effect.

In the 122 tetragonal family, the A site has a very limited
effect on electronic physics. In our calculations and analysis,
we let the A site be a Ba atom. We adopt the experimental
lattice constants which are shown in Table I, and all those
materials have been synthesized. For the hexagonal family,
CaMn2As2, CaMn2P2, CaMn2Sb2, SrMn2P2, and SrMn2As2

have been synthesized, and their magnetic properties have
been studied [29–36]. Like for the tetragonal family structure,
the A site atoms have little effect on the electronic and
magnetic structure near the Fermi level. In the following,
we let the A site be a Ca atom. The trigonal CaAl2Si2-type
structure is shown in Fig. 1(a). The M-site sublattice forms
the corrugated honeycomb lattice, which is shown in Fig. 1(b).
The purple and gray M atoms belong to the high and low
trigonal layers, respectively. The lattice constants are listed in
Table II. CaMn2As2 has been reported with AFM order [33].

TABLE II. Experimental and optimized structural parameters of
CaMn2B2 (B = As, P) using GGA + U (U = 1.5 eV) in the AFM
ordered state.

a (Å) c (Å) zX zY

CaMn2As2 (experiment) [29] 4.230 7.030 0.6237 0.2557
CaMn2As2 (relax) 4.258 7.002 0.6203 0.2574
CaMn2P2 (experiment) [30] 4.096 6.848 0.6246 0.2612
CaMn2P2 (relax) 4.109 6.775 0.6213 0.2644
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TABLE III. The optimized crystal structure parameters for
CaM2B2 (M = Cr, Mn, Fe, Co, Ni; B = P, As) with the trigonal
CaAl2Si2-type structure (space group P 3̄m1) using GGA + U (U =
1.5 eV) in the AFM ordered state.

a (Å) c (Å) zX zY

CaCr2As2 4.122 7.269 0.6180 0.2553
CaMn2As2 4.258 7.002 0.6203 0.2574
CaFe2As2 4.086 6.834 0.6237 0.2740
CaCo2As2 3.891 6.761 0.6269 0.2894
CaNi2As2 3.965 6.714 0.6299 0.2869
CaCr2P2 3.972 7.023 0.6203 0.2630
CaMn2P2 4.109 6.775 0.6213 0.2644
CaFe2P2 3.858 6.639 0.6236 0.2859
CaCo2P2 3.715 6.602 0.6263 0.2973
CaNi2P2 3.788 6.558 0.6271 0.2919

However, the other materials in CaM2B2 (M = Cr, Fe,
Co, Ni) have not been synthesized. In order to study their
magnetic structures, we relax the lattice constants and internal
atomic positions with the GGA + U method in the AFM
ordered state. By relaxing the lattice constants and internal
atomic positions for CaMn2As2 and CaMn2P2 with U =
(0.0,0.5,1.0,1.5,2.0,2.5) eV, we find that when U = 1.5 eV,
the optimized lattice constants are the closest to the exper-
imental data for both CaMn2As2 and CaMn2P2, which are
given in Table II. Therefore, we adopt the value U = 1.5 eV
to relax the other materials CaM2As2 and CaM2P2

(M = Cr, Fe, Co, Ni) with the experimental lattice constants of
CaMn2As2 and CaMn2P2 as the input parameters, respectively.
The results of the optimized structural parameters are listed
in Table III. In the calculations of the magnetic states of
the trigonal CaAl2Si2-type structure CaM2B2, we double the
primitive cell as the unit cell (indicated by the red frame in
Fig. 4 below).

III. THE MAGNETISM IN THE TETRAGONAL 122
TRANSITION METAL PNICTIDES

In this section, we review and investigate the magnetic
properties of the 122 tetragonal BaM2B2 (M = Cr, Mn, Fe,
Co, Ni; B = As, P). We consider four competing collinear
magnetic states, the ferromagnetic (FM) state, the G-type
AFM state, and two stripe states. We distinguish the two stripe
states as the stripe FM state with ferromagnetic alignment of
adjacent spins along the c axis and the C-type AFM state
with antiferromagnetic alignment. These four magnetic states
are shown in Fig. 2. It is known that the magnetism can be
described by the effective J1-J2-Jz Heisenberg model [37–42],
which is given by

H = J1

∑
〈ij〉

�Si · �Sj + J2

∑
〈〈ij〉〉

�Si · �Sj + Jz

∑
〈ij〉c

�Si · �Sj , (1)

where 〈ij 〉, 〈〈ij 〉〉, and 〈ij 〉c denote the summation over the
in-plane NN, in-plane NNN, and out-of-plane NN along the c

axis, respectively. The exchange interaction parameters J1, J2,
and Jz are indicated in Fig. 1(c). �Si is the spin operator for the
ith site. Throughout this paper, a positive J corresponds to an
antiferromagnetic interaction, and a negative J corresponds

FM G-type stripeFM C-type

FIG. 2. Sketch of the four collinear magnetic states, including the
FM states, the G-type AFM state, the stripe FM state, and the C-type
AFM state.

to a ferromagnetic interaction. The classical energies of the
above magnetic states are

EFM = NS2(2J1 + 2J2 + Jz) + E0,

EG−type = NS2(−2J1 + 2J2 − Jz) + E0,

EstripeFM = NS2(−2J2 + Jz) + E0,

EC−type = NS2(−2J2 − Jz) + E0, (2)

where E0 is the energy of the nonmagnetic state.
We calculate the magnetic moments and the total energies

of the above magnetic states with GGA + U . If the calculated
local magnetic moments at M sites are very close to each
other, we can extract the magnetic exchange coupling constants
with Eq. (2). The results show that in BaCr2As2 the average
moments of the four magnetic states vary from 2.3μB to 3.4μB .
The values increase when U increases. The magnetic moments
do not vary significantly for the above four magnetic states.
The average moments vary from 3.5μB to 4.1μB in BaMn2As2

and 2.0μB to 2.9μB in BaFe2As2. For BaCo2As2, the moments
are very small. Finally, in BaNi2As2, the moments are zero
within the range of error 0.001μB , and there is no energy gain
for magnetic states. These results are consistent with previous
calculations [42–52]. For BaNi2As2, our results are consistent
with the angle-resolved photoemission spectroscopy exper-
iment [53], which shows that collinear spin-density-wave
magnetic ordering does not exist in BaNi2As2.

We can extract the magnetic exchange parameters with
Eqs. (2). The results are summarized below. For Co-based
materials, as the magnetic moment is too small, it is not reliable
to extract these exchange parameters. For Ni-based materials,
the calculated magnetic exchange parameters are zero. For the
other three materials, the results are consistent with previous
calculations as well as experimental measurements. As the
energy gain in the magnetic state is proportional to J 〈S〉2 and
the ordered magnetic moments are large in all three materials,
we can assume the atoms are close to the high-spin states
for simplicity. In the above effective model, we take the spin
values to be the high spin of the atoms. For example, the Cr2+

ion has four electrons, so the spin S = 2. Similarly, we take
S = 5

2 for the Mn2+ ion and S = 2 for the Fe2+ ion.
In the case of U = 0 eV, our calculated J2/J1 value of

BaCr2As2 is −0.74. It is very close to −0.85, which is given in
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(a)

(b)

FIG. 3. The J2 magnetic exchange coupling constants of (a)
BaM2As2 (M = Cr, Mn, Fe, Co, Ni) and (b) BaFe2B2 (B = P, As),
which are extracted from the GGA + U calculations with the values
U = (0.0,0.5,1.0,1.5,2.0,2.5) eV.

a previous study [43]. Our results show that J1 > 0 and J2 < 0
in all U values, which suggests that BaCr2As2 has G-type AFM
order. This result is the same as others’ calculations [43,54] and
the powder neutron diffraction experiment [44]. In BaMn2As2,
our calculated exchange parameters are J1 = 15.30 meV, J2 =
2.33 meV, and Jz = 1.08 meV with high-spin values for U =
0 eV, which are very close to the values given in the previous
calculation [42]. We also find that J1/J2 < 1

2 , which suggests
that BaMn2As2 has G-type AFM order. The neutron diffraction
experiment also shows that the ordered moment is 3.88(4)μB

[26]. Our results indicate that the ordered moment is 3.856μB

in the G-type state with U = 1.5 eV. In the case of U = 0 eV,
our calculated exchange parameters are J1S

2 = 31.39 meV
and J2S

2 = 33.51 meV for BaFe2As2, which are similar to the
values J1S

2 = 25.5 meV and J2S
2 = 33.8 meV given in the

previous calculations [46]. J1/J2 > 1
2 in all U values, which

suggests that BaFe2As2 has a C-type AFM order state. These
results are consistent with the neutron diffraction experiment
measurements [55].

The existence of large NNN AFM exchange couplings in
iron-based materials, namely, J2, is the key difference separat-
ing them from Cr/Mn-based counterparts [19]. Differing from
the NN exchange couplings J1, which stem from the direct
exchange mechanism, the J2 exchange couplings are mainly

FM AF

Zigzag Stripe

FIG. 4. Sketch of four collinear magnetic states: the FM states,
the AFM state, the zigzag state, and the stripe state. The red frame
indicates the magnetic unit cell in the GGA + U calculations of these
magnetic structures.

contributed by the superexchange mechanism through the d-p
coupling. In Fig. 3, we plot J2 exchange coupling constants
as a function of transition metal elements. Figure 3(a) shows
BaM2As2 (M = Cr, Mn, Fe, Co, Ni), and Fig. 3(b) shows
BaFe2B2 (B = P, As). It is clear that significant AFM J2

exists only in iron-based materials. This result is strong support
for the viewpoint that high-temperature superconductivity in
iron-based superconductors is directly tied to the AFM J2 [19].

IV. THE MAGNETISM IN HEXAGONAL 122 TRANSITION
METAL PNICTIDES

In this section, we use the same method as in the previous
section to study the magnetic properties of CaM2B2 (M =
Cr, Mn, Fe, Co, Ni; B = As, P) with hexagonal structure. We
consider four possible collinear magnetic states, the FM state,
the AFM state, the zigzag state, and the stripe state, which
are shown in Fig. 4. It is also reasonable to assume that the
magnetic properties can be approximately described by the
J1-J2-J3 Heisenberg model [36,38,56], which is well studied
on the honeycomb lattice [57–59]. The above four collinear
magnetic states are contained in the classical phase diagram
of the model on the honeycomb lattice. The coupling between
the layers, namely, Jz, is ignored here as it has a different order
of magnitude.

H = J1

∑
〈ij〉

�Si · �Sj + J2

∑
〈〈ij〉〉

�Si · �Sj + J3

∑
〈〈〈ij〉〉〉

�Si · �Sj , (3)

where 〈ij 〉, 〈〈ij 〉〉, and 〈〈〈ij 〉〉〉 denote the summation over the
NN, NNN, and third NN, respectively. �Si is the spin operator
for the ith site, and J3 is the third-NN exchange coupling
constant. The classical energies of the above magnetic states
are

EFM = NS2(6J1 + 12J2 + 6J3)/4 + E0,

EAFM = NS2(−6J1 + 12J2 − 6J3)/4 + E0,

Ezigzag = NS2(2J1 − 4J2 − 6J3)/4 + E0,

Estripe = NS2(−2J1 − 4J2 + 6J3)/4 + E0, (4)
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(a)

(b)

(c)

FIG. 5. The J2 exchange coupling parameters in (a) CaM2As2

(M = Cr, Mn, Fe, Co, Ni), (b) CaM2P2 (M = Cr, Mn, Fe, Co, Ni),
and (c) CaFe2B2 (B = P, As), which are extracted from the GGA + U

calculations with the values U = (0.0,0.5,1.0,1.5,2.0,2.5) eV.

where E0 is the energy of the nonmagnetic state.
We calculated the magnetic moments and the total energies

of the above magnetic states with GGA + U . If the calculated
local magnetic moments on the M site are very close to each
other, we can extract the magnetic exchange coupling constants
using Eqs. (4). For the S values, we also adopt the high-spin
values, which are shown in Sec. III.

Our calculations suggest that the magnetism in the hexago-
nal materials has a trend very similar to those of the tetragonal
counterparts in the previous section. In CaCr2As2 the average
moments of the four magnetic states range from 3.2μB

to 3.7μB , and the value increases when U increases. The
moments vary weakly for the above four magnetic states in
each U . The case for CaCr2P2 is very similar to the case for
CaCr2As2, but the moment values are a little smaller than the

(a)

(b)

FIG. 6. (a) The magnetic moments as functions of pressure; (b)
the superexchange antiferromagnetic interaction constants J1 and J2

as a function of the pressure for CaFe2As2.

values for CaCr2As2, in which the average moments of the four
magnetic states are in the range 3.0μB–3.6μB , except that the
average moment is 2.47μB at U = 0 eV. The average moments
at different U are in the range 3.7μB–4.2μB (3.4μB–4.1μB )
for CaMn2As2 (CaMn2P2) and 2.3μB–3.1μB (1.6μB–2.7μB )
for CaFe2As2 (CaFe2P2). For CaCo2As2 (CaCo2P2) the mo-
ments are very small, and the moments vary more strongly
than those for CaCr2As2 (CaCr2P2), CaMn2As2 (CaMn2P2),
and CaFe2As2 (CaFe2P2). Finally, for CaNi2As2 (CaNi2P2) the
moments are zero within the range of error 0.005μB , and the
energies are near degeneracy. Note that our DFT results show
that the AFM state has the lowest energy in CaMn2As2, which
is consistent with the experiment result [33]. Following the
same procedure as in the previous section, we can extract the
magnetic exchange coupling parameters using Eqs. (4) quite
accurately for CaCr2As2 (CaCr2P2), CaMn2As2 (CaCr2P2),
and CaFe2As2 (CaCr2P2). However, the calculated exchange
parameters are not accurate for CaCo2As2 (CaCo2P2) due
to small magnetic moments, and the calculated magnetic
exchange parameters for CaNi2As2 (CaNi2P2) are zero. The
results are summarized in Fig. 5.

We can also find that J2 is AFM and reaches the maximum
in CaFe2As2, and it is small and even ferromagnetic in the
Cr/Mn-based counterparts. In CaFe2P2, J2 exchange is AFM
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FIG. 7. (a) Band structure and density of states and (b) Fermi surface of CaFe2As2 with the optimized structural parameters in the
paramagnetic state. (c) Sketch of the iron lattice: ρ1 is the NN bond, R1 is the NNN bond, r1 is the third-NN bond, δ1 is the fourth-NN bond,
and γ1 is the fifth-NN bond. The white dots denote the A sublattice, and the gray dots denotes the B sublattice.

and significant when U ≥ 1.5 eV. J2 is also larger in CaFe2As2

than in CaFe2P2 for the same value of U as shown in Fig. 5.
In summary, we find that the trend of the magnetism in

the hexagonal materials from Cr to Ni based is very similar to
those of the tetragonal counterparts. The strong AFM exchange
coupling between two NNN transition metal atoms exists only
in Fe-based materials. As we will show later, the presence
of strong NNN AFM in iron-based materials is the result of
the existence of two near-half-filling bands that are attributed
to the t2g d orbitals with a large d-p coupling to mediate
superexchange AFM couplings.

V. PRESSURE EFFECT ON MAGNETISM

Both magnetism and superconductivity in the tetragonal
iron-based superconductors are known to be sensitive to
external pressure [60–62]. Here we investigate that pressure
effect on the magnetism of the hexagonal structure CaFe2As2.

We relax the lattice constants and internal atomic positions
with the GGA + U method (U = 1.5 eV) in the AFM ordered
state under pressure. Then we use the optimized structural
parameters to calculate the energies of the above four magnetic
states with U = 2 eV. Using the same method as in Sec. IV,
we can get the magnetic moments of the above four magnetic
states and the exchange coupling parameters. Figure 6(a)

shows the pressure dependence of the magnetic moments for
FM, AFM, zigzag, and stripe states of CaFe2As2. The magnetic
moments in the magnetic states decrease almost linearly with
pressure. The magnetic moments are larger than 2μB when
the pressure is in the range 0–10 GPa. Figure 6(b) shows the
change in the exchange coupling constants J1 and J2 as a
function of the pressure. We find that both J1 and J2 are very
robust against pressure. J1 increases slightly, while J2 only
slightly decreases under increasing pressure.

These results are similar to those in the tetragonal AFe2As2

(A = Ca, Sr, Ba) [46]. The only difference is that the value of
J1 decreases in the latter under increasing pressure.

VI. ELECTRONIC STRUCTURE ON THE
HEXAGONAL CaFe2As2

The electronic structure of CaFe2As2 in the paramagnetic
state, including the band structure, density of states (DOS),
and Fermi surface of CaFe2As2 with optimized structural
parameters, is shown in Fig. 7. As shown in Figs. 7(a) and 7(b),
there are three Fermi surface sheets, contributed by the
three bands crossing the Fermi energy. Among them,
the two big quasi-two-dimensional cylinderlike Fermi surface
sheets centered around the � point are electron pockets. The
remaining one centered around the M point forms a small
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three-dimensional Fermi surface. These pockets are attributed
to the 3d orbitals of Fe, which are located from −1.5 to 2.5 eV,
as shown in Fig. 7(a). If we ignore the couplings between FeAs
layers along the z direction, the electronic structure simply
includes the first two electron pockets.

We can also notice some intriguing features in the distribu-
tion of the five Fe 3d orbitals in the electronic band structure.
In the hexagonal lattice structure, the three t2g d orbitals in
the tetrahedron FeAs4, which have higher energy than the eg

orbitals, include dz2 and two other orbitals which are formed
by linear combinations of the other four d orbitals in which
dxy/x2−y2 carry more weight than dxz/yz. From Fig. 7(a), we
notice that the DOS of the dz2 orbital near the Fermi energy
is almost zero. This feature can be understood as follows. The
distance between two NN Fe atoms is very short, which is
about 2.902 Å. The distance between two NNN Fe atoms is
about 4.086 Å. Due to the short NN Fe-Fe distance, the dz2

orbitals in the two Fe atoms strongly couple to each other
and form two molecular orbitals which can be called bonding
and antibonding orbitals. The bonding orbital is pushed down
below the Fermi energy, while the antibonding orbital is
pushed up above the Fermi energy. The dz2 orbital is similar
to the dx2−y2 orbital in tetrahedral iron-based superconductors
[18,19]. Near the Fermi level, the dxy/x2−y2 orbitals have the
most weight. This finding is consistent with the presence of the
large AFM J2 obtained for the iron materials but not others in
the previous section because the dxy/x2−y2 orbitals have larger
in-plane coupling to p orbitals of As than the other orbitals.

We can construct a microscopic electronic model to capture
the band structure of CaFe2As2 by using maximally localized
Wannier orbital calculations [63,64]. These maximally local-
ized Wannier functions, centered at the Fe site in the unit cell,
have five orbitals (orbital 1: d3z2−r2 , 2: dxz, 3: dyz, 4: dx2−y2 , 5:
dxy). Thus, ten orbitals are needed to describe the tight-binding
model. As shown in Fig. 7(a), the band dispersion is very
similar between the kz = 0 plane and the kz = π plane, except
the dz2 orbital is above the Fermi level. This result suggests
that the electronic physics is quasi-two-dimensional, similar
to both cuprates and iron-based superconductors in which the
intrinsic interesting physics is known to be two-dimensional
[18,19,65,66]. Therefore, for simplicity, we construct a two-
dimensional model with in-plane tight-binding couplings,

H =
∑
i ��

∑
mn

∑
μνσ

tmn

i ��,μν
c
†
i,mμσ ci+ ��,nνσ +

∑
imμ

(εμ − μ)nimμ,

(5)

where tmn

i ��,μν
are in-plain hopping integrals, �� is the hopping

vector, m/n = A,B labels the sublattice, and μ/ν = 1, . . . ,5
labels the orbital. c†i,mμσ creates an electron with spin σ on the

μth orbital at site i of the mth sublattice, and nimμ = c
†
imμcimμ.

The on-site energies for the five orbitals are (ε1,ε2,ε3,ε4,ε5) =
(4.103,3.967,3.967,4.077,4.077) eV, and the Fermi energy
μ = 4.116 eV. Some in-plain hopping integrals tmn

i ��,μν
are

provided in Table IV; other hopping integrals can be obtained
by applying symmetry transformations according to the point
group D3d . For the NN bonds and the third-NN bonds, we
can apply the symmetry transformations including inversion
through the bond center, time reversal, and C2 rotations. For

TABLE IV. A subset of hopping integrals tmn

i ��,μν
up to the fifth NN

(units are eV). �� is the hopping vector, m/n = A,B are sublattice
indices, and μ/ν = 1, . . . ,5 denote orbitals. ρ1 is the NN bond, R1

is the NNN bond, r1 is the third-NN bond, δ1 is the fourth-NN bond,
and γ1 is the fifth-NN bond. Other hopping integrals can be obtained
by applying the symmetry operations as described in the main text.

NN NNN Third NN Fourth NN Fifth NN
�� = ρ1 �� = R1 �� = r1 �� = δ1 �� = γ1

A → B A → A A → B A → B A → A

(1,1) −0.33 0.10 −0.02 0.00 −0.00
(1,2) 0.14 0.05 0.00 −0.01 0.00
(1,3) 0 0.07 0 0.01 0
(1,4) 0.15 0.03 0.01 0.02 −0.01
(1,5) 0 −0.07 0 0.01 0
(2,2) −0.69 −0.05 0.00 −0.03 −0.01
(2,3) 0 −0.03 0 0.00 0
(2,4) 0.04 −0.02 0.03 0.00 −0.01
(2,5) 0 −0.10 0 0.03 0
(3,3) 0.16 0.05 0.07 0.00 0.00
(3,4) 0 0.10 0 −0.01 0
(3,5) −0.04 0.16 −0.01 0.00 0.00
(4,4) −0.05 0.14 0.01 0.01 0.02
(4,5) 0 −0.11 0 0.01 0
(5,5) 0.18 0.19 0.00 0.01 0.02

the fourth-NN bonds, there are no C2 rotations. Explicitly,
the symmetry transformations lead to tAB

ρ1,νμ = tAB
ρ1,μν, t

AB
r1,νμ =

tAB
r1,μν , and tAB

δ1,νμ = tAB
δ1,μν . The hopping integrals of the other

bonds can be obtained by applying the C3 rotations along the
z direction for the NN bonds and the third-NN bonds. For
the fourth-NN bonds, the additional σv symmetry operations
are needed. The hopping integrals for the other NNN bonds
and the fifth-NN bonds can also be determined by applying
the C3 rotations along the z direction and the σv symmetry
transformation. We can rotate the whole lattice by a C2 rotation
along the z direction, then translate the lattice in the direction
with the vector A to B. In this case, the sites in the new
lattice B locate at the A sites of the original lattice. Then the
bond direction for the B site is opposite the bond direction for
the A site of the original lattice. The C2 rotation symmetry
transformation lead to tBB

Ri,νμ = tAA
−Ri,μν and tBB

γi ,νμ = tAA
−γi ,μν , in

which Ri denote all the second-NN bonds and γi denote all
the fifth-NN bonds.

VII. POSSIBLE SUPERCONDUCTIVITY FOR
HEXAGONAL CaFe2As2

In this section, we discuss possible superconducting states
in the hexagonal iron-based materials under the assumption
that the superexchange couplings cause superconductivity.

Since the crystal structure of CaFe2As2 belongs to the
point group D3d , the pairing symmetry of CaFe2As2 can
be classified according to the irreducible representations of
the D3d point group. Moreover, only even-parity spin-singlet
pairing is allowed if the superconductivity is driven by
the AFM exchange couplings. In this case, there are two
possible superconducting states with A1g (extended s wave)
and Eg (d wave). For the Eg d-wave states, there are two
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(a)

s wave d+id wave

(b)

FIG. 8. The overlap between the Fermi surfaces (black lines) and
the superconducting gap distribution for CaFe2As2 in the first Bril-
louin zone (BZ) in the kz = 0 plane for the extended (a) s-wave and
(a) (d + id)-wave cases. The s-wave order parameter in k space has
a momentum form factor �(k) = �(2 cos

√
3

2 kx cos 1
2 ky + cos ky),

and the (d + id)-wave order parameter has �(k) = �(cos ky −
cos

√
3

2 kx cos 1
2 ky + i

√
3 sin

√
3

2 kx sin 1
2 ky). The color bar labels the

amplitude of the SC gap when � = 0.02.

degenerate states. The superconducting condensation energy
can be further lowered by forming the time-reversal symmetry-
breaking (d ± id)-wave states [18,67]. Thus, we just need
to compare the energies between the extended s-wave and
(d ± id)-wave states.

A selection rule to determine the superconducting state,
which we refer as the Hu-Ding principle, has been proposed
[68,69] to unify the d-wave pairing in cuprates and s-wave
pairing in iron-based superconductors. The principle states that
in order to generate high-Tc superconductivity, the momentum
space form factor of the superconducting pairing gap function
which is determined by the AFM superexchange couplings
must have large overlap with Fermi surfaces. The most favored
pairing symmetry is the one which has the largest overlap
strength [68]. The overlap strength can be defined as

W =
∫ ∫

dkxdky |�k|2δ(εk − μ), (6)

where �k is the momentum space SC gap function.
In our case, the gap function stems from the NNN
AFM superexchange couplings. For the extended s-wave,
�(k) = �(2 cos

√
3

2 kx cos 1
2ky + cos ky), and for the (d + id)-

wave order parameter �(k) = �(cos ky − cos
√

3
2 kx cos 1

2ky +

i
√

3 sin
√

3
2 kx sin 1

2ky), where � is a constant. In Fig. 8, we
plot the overlap strength for both the s-wave [Fig. 8(a)] and
(d + id)-wave [Fig. 8(b)] cases for 0.2 electron doping. The
overlap strength for the d ± id wave is 2.85 times larger than
the s-wave case (with an energy cutoff 0.05 eV from the
Fermi energy), so the most favored pairing symmetry for the
hexagonal CaFe2As2 is the d + id wave. Therefore, the d ± id

superconducting state is favored.

VIII. DISCUSSION AND CONCLUSION

In summary, we have shown that the hexagonal transition
metal pnictides have a trend in magnetic exchange interactions
very similar to their tetragonal counterparts. In both cases, the
iron-based materials maximize the NNN antiferromagnetic
interactions, and those d orbitals which are responsible for
the largest superexchange interactions dominate near Fermi
surfaces. The superexchange interactions make the hexagonal
iron materials extremely magnetic frustrated systems and
can also lead to d + id superconducting ground states upon
doping. As the energy scales of the NNN AFM superexchange
couplings in both hexagonal and tetragonal iron materials
are close to each other, we expect that the hexagonal materials
can host high-Tc superconductivity, just like their tetragonal
counterparts.

Although the hexagonal Mn-based pnictides have been
successfully synthesized, the iron-based counterparts have
not been obtained yet. However, it is worth mention-
ing that the iron-based hexagonal materials are stable in
our theoretical investigation. Their phonon spectra do not
show any imaginary modes. Our study can be extended
to include transition metal chalcogenides. Similar results
can be expected for chalcogenides with similar hexagonal
structures.
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