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Theoretical investigation into the possibility of multiorbital magnetically ordered states in
isotropically superstrained graphene
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Using density functional dynamical mean-field theory (DFDMFT) we address the problem of antiferromagnetic
spin ordering in isotropically superstrained graphene. It is shown that the interplay between strain-induced
one-particle band narrowing and sizable on-site electron-electron interactions naturally stabilizes a magnetic phase
with orbital-selective spin-polarized p-band electronic states. While an antiferromagnetic phase with strong local
moments arises in the pz orbitals, the px,y bands reveal a metallic state with quenched sublattice magnetization.
We next investigate the possibility of superconductivity to emerge in this selective magnetoelectronic state. Our
theory is expected to be an important step to understanding the next generation of flexible electronics made
of Mott localized carbon-based materials as well as the ability of superstrained graphene to host coexisting
superconductivity and magnetism at low temperatures.

DOI: 10.1103/PhysRevB.96.165412

I. INTRODUCTION

Natural graphene is a two-dimensional electronic system
of carbon atoms arranged in a honeycomb lattice structure
[1], with low energy electronic excitations described by linear
dispersing, massless Dirac fermions. In recent years, graphene
is attracting the attention of the wider scientific community due
to its remarkable physical properties, suggesting its application
in fields as diverse as photonics, sensor technology, and
spintronics [2]. More precisely, graphene and its derivatives
are expected to form the next generation of (radio frequency)
transistors [3], flexible electronics [4,5], spintronics [6], and
nanoelectronic devices [7]. However, the semimetallic nature
of graphene with a Dirac like spectrum near the Fermi energy
(EF ) seems to prevent its application as the host material for the
next generation of flexible electronic devices [5] and stretch-
able transparent electrodes [4]. Monolayer and few layers
graphene might also be useful as nanoscale superconducting
devices, including superconducting single-photon detectors
and nanoscale superconducting transistors [8], but the vanish-
ing density of state (DOS) at EF seems to prevent emergence
of superconductivity in pristine graphene. On the other hand,
due to its linear spectrum doped graphene has finite DOS
near EF where spin-fluctuation [9] or phonon [10] mediated
superconductivity is expected to arise: Extant studies on doped
graphene report superconducting transition temperatures (Tc)
between 4 and 6 K and an usual normal state characterized
by saturated resistivity below 40 K [11,12] followed by a
linear-in-T dependence up to room temperatures [11]. Thus,
to explore different routes towards bandstructure engineering
and intrinsic magnetic phase fluctuations in graphene-based
systems are problems of considerable importance. It should be
noted here that a previous theoretical study on superconducting
phases of pure and doped graphene (Ref. [13]) have raised the
question of whether it would be possible to structurally modify
graphene, so that this two-dimensional honeycomb lattice
system would become magnetic or intrinsic superconducting.
In the present study we hope to shed light on the important role
of electronic interactions in superstrained graphene, providing
a route to orbital-selective antiferromagnetism in strained
p-band systems. Additionally, we investigate the possibility

of s-wave superconductivity [13] to emerge in a selective
magnetoelectronic state.

We remark that due to its extraordinary mechanical strength
and flexibility [14], the potential to tune novel physical
properties in strained graphene, including band-gap opening
[15,16], global antiferromagnetism [17], metal-insulator tran-
sitions [18], and strain-enhanced superconductivity [19] as
well as superconducting proximity effect in graphene under
inhomogeneous strain [20] have been explored in recent years.
Theoretically, at one-particle level strain can turn semimetal
graphene metallic [21,22] and superconducting upon Li doping
[19]. Experimentally, graphene can be stretched to 30% [4],
however it is worth mentioning that carbon nanotube films
with a serpentine morphology can be stretched one time 170%
before failure [23], meaning that pristine graphene might have
higher sheer elasticity and stretchability hitherto probed yet.
In fact, experiments performed on graphene/poly(dimethyl
siloxane) composites [24] seem to corroborate this suggestion
by showing that these flexible conductors can support strains
higher than 50% before they start to break. Thus, motivated
by this and other studies on stretchable patterned graphene
systems [25] as well as by an experimental study [14]
establishing graphene as the strongest material ever seen in
nature, in an earlier work [15] we carried out first-principles
generalized gradient approximation plus dynamical mean-field
theory (GGA+DMFT) [26] calculations to investigate changes
in the electronic properties of isotropically superstrained
graphene. It was shown in Ref. [15] that incorporation of
on-site Coulomb correlations via GGA+DMFT an energy
gap naturally opens up in superstrained graphene. We thus
suggested that under extreme strain conditions the interplay
between electron-electron interactions [27] and lattice strain
would naturally induce Mott localization, i.e., the formation
of a gapped excitation spectrum at low energies in stretchable
graphene [15]. In this paper we extend this aspect and investi-
gate the possibility of spin ordering and intrinsic multiorbital
(MO) superconductivity in two-dimensional superstrained
graphene.

It is now recognized that the competition between electron-
electron interactions and band-itinerance drives the system
towards a Mott metal-insulator transition point [28], which is
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a manifestation of dynamical many-body effects in correlated
electrons [29]. Historically, the Mott transition was considered
to occur as a function of the expansion of the lattice constant
L. In Mott’s picture [30], a first-order transition from an
insulator to a metallic state takes place at a critical value
L = Lc. For L > Lc a crystalline array of one-electron atoms
should be in a charge insulating state whereas for L < Lc, one
should have a metal. The charge gap at the Mott transition
jumps discontinuously from a finite value to zero. Mott’s
original idea was to tune the U/W ratio between the on-site
Coulomb repulsion U and the bare one-particle bandwidth
W , or the kinetic energy of the free electron gas. This ratio,
which defines the phase boundary between metallic and the
Mott-insulating phases, holds true for narrow band systems
in general [28]. However, the possibility of finding Mott
metal-insulator instabilities in carbon-based materials [31]
remains an open problem, since the naive expectation dictates
that the itinerance (kinetic energy of p carriers) is appreciable
compared to the electron-electron interactions, as distinct from
d,f -band systems, where the electrons reside in narrower
bands (hence the effective U/W is usually sizable). Thus,
searching for and characterizing correlated electron physics
in systems with active p bands is a problem of fundamental
importance. With this caveat in mind, in our earlier works
we have derived the correlated electronic structure of strained
graphene [15,32], showing how it can be reshaped by electron-
electron interaction effects. Particularly, in Ref. [32] we
analyzed the MO electronic reconstruction associated with
the interplay between U and W at currently acceptable strain
conditions [4], revealing good theory-experiment agreement
between scanning tunneling microscopy measurements on
graphene nanobubbles and DFDMFT results for U = 9.5 eV
and L = 0.3209 nm. (Noteworthy, the lattice constant of
natural graphene is L = 0.24669 nm.) Additionally, based on
GGA+DMFT calculations in Ref. [15] we have shown that
Mott localization can be induced in superstrained graphene,
L = 0.3759 nm. In this paper we extend our GGA+DMFT
study and focus on the problem of correlation-induced lo-
calized moments and unconversional superconductivity in the
ordered state of superstrained graphene system.

II. THEORY AND DISCUSSION

Before delving into the effect of dynamical electron-
electron interactions in Fig. 1 we show the GGA spectral
function of superstrained graphene [33]. At normal conditions,
the sp2 hybridization of atomic s − px,y orbitals of carbon
atoms in graphene and graphite create lateral σ bonds, and
the remaining pz orbital perpendicular to the plane form
the nonhybridized π bands. As seen in Fig. 1 this scenario
holds true for the pz orbital channel, whose electronic DOS
vanishes linearly at energies 0.658 eV above the Fermi energy
EF (ω = 0). However, an overall reduction of the one-electron
bandwidth W compared to natural graphene, including the
energy position of the van-Hove singularities at the border
of the Dirac dispersion, is found in the pz band for the
lattice constants varying from 0.24669 to 0.3759 nm [21].
Also interesting is the band electronic reconstruction within
the planar px,y orbitals, where the charge gap of natural
graphene shrinks with increasing the lattice constant until it
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FIG. 1. GGA and GGA+DMFT orbital-resolved and total den-
sity of states (DOS) of paramagnetic superstrained graphene. Notice
the electronic reconstruction on different orbitals induced by mul-
tiorbital electron-electron interactions. Compared to GGA DOS a
relevant feature to see is the Mott localization at low energies in all
active p bands.

is fully suppressed at large L [21], as shown in Fig. 1 for
L = 0.3759 nm. Thus, the central result to be seen in the GGA
DOS is the orbital-selective (OS) p-band metallicity and the
one-particle band narrowing, which can be tuned by pulling
the carbon atoms further apart in accordance with Mott ideas.
These are the crucial ingredients in determining the excitation
spectrum and the ground state properties of superstrained
graphene.

The on-site Coulomb interaction parameter for natural
graphene is U = 9.3 eV. [27] Owing to the metallic p-band
DOS in superstrained graphene with L = 0.3759 nm, one
expects the Hubbard U (or the on-site Coulomb interaction) to
be partially screened as in natural graphene, where high energy
excitations involving the σ bands are considered to screen
short-ranged Hubbard-like interactions in this and related
carbon allotropes [34]. Thus, in our study we choose renor-
malized U values to reveal an antiferromagnetic electronic
state in superstrained graphene. The many-body Hamiltonian
relevant for strained graphene [15,32] is H = H0 + Hint with
H0 = ∑

kaσ εa(k)c†kaσ ckaσ , and

Hint = U
∑
ia

nia↑nia↓ +
∑
ia �=b

U ′nianib − JH

∑
ia �=b

Sia · Sib .

(1)

Here, a = x,y,z label the diagonalized p bands and εa(k)
is the one-electron band dispersion, which encodes details
of the one-electron (GGA) band structure. U ′ ≡ U − 2JH ,
with U,U ′ being the intra- and interorbital Coulomb repulsion
and JH is Hund’s rule coupling. Effect of tuning the one-
band dispersions are read off from εa(k): These are inputs
for MO DMFT which generate a Mott insulating state for
L = 0.3759 nm, as shown below. We use MO DMFT for the
three-orbital model of strained graphene with the MO iterated-
perturbation theory (MO-IPT) as impurity solver. The detailed
formulation of MO-IPT for correlated electron systems has
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already been developed [35] (similar interpolative ansatz for
MO systems can be found in Ref. [36]) and used in the context
of layered carbon-based systems [15,32,37], so we do not
repeat the equations here.

A. Paramagnetic state

Since the dependence of electron-electron interactions in
the excitation spectrum graphene-based systems is quite subtle
and not yet fully understood [38], in Fig. 1 we display
the excitation spectrum that emerges from dynamical MO
electron-electron interactions in paramagnetic superstrained
graphene for L = 0.3759 nm. The formation of the Mott-
Hubbard insulating band gap at low energies with concomitant
appearance of lower- (LHB) and upper-Hubbard (UHB)
bands on different orbitals at high energies is visible in the
GGA+DMFT results for three different values of U and fixed
JH = 0.4 eV. (Our choice for JH is in accordance with values
estimated within GGA on a different local moment problem in
graphene [39].) As seen electron-electron interactions strongly
modify the bare, GGA spectral functions. MO dynamical
correlations arising from U,U ′ and JH lead to spectral weight
redistribution over large energy scales and the formation of
LHB and UHB at high energies and a narrow Mott gap near EF

for all orbitals. Noticeable differences in the spectral weight
transfer (SWT) are seen between the pz and px,y channels.
Within the pz orbital the LHB at ω ≈ 2.9 eV for U = 7.0 eV
is clearly resolved. SWT is also seen within the planar orbitals.
In these channels the electronic states within the antibonding
band in GGA partly transfer to higher energies but the spectral
lineshape above 5.0 eV is close to that found in GGA.

B. Antiferromagnetic state

Similar to Ref. [15] our analysis above was restricted to
the paramagnetic phase. However, this phase is not expected
to be stable at very low temperatures in the limit of strong
Coulomb interaction even for honeycomb lattices with arbi-
trary interaction strength [40], including strained graphene
[17]. It is well known that in the large U limit the one-band
Hubbard model reduces to the antiferromagnetic Heisenberg
model [41], with an effective exchange interaction J = t2/U

(t is the nearest-neighbor hopping amplitude). An instability of
the paramagnetic state against the formation of a spin-density
wave is also expected in honeycomb lattice systems with
sizable to strong Coulomb interaction parameters [40]. In
the antiferromagnetic phase the period of the unit cell of the
lattice is doubled due to the reduced translational symmetry.
Consequently, the volume of the magnetic Brillouin zone is
reduced to one half of the volume in the paramagnetic state
[42]. These changes in the symmetries of the system can be
taken into account by introduction of an AB-sublattice struc-
ture and reformulating the theory for the paramagnetic state
on an enlarged unit cell containing two sublattices, A and B.
Therefore, in the search for an ordered phase in superstrained
graphene one needs to extend the bipartite Green’s function
formalism for the one- and three-band Hubbard models [42,43]
to the MO case relevant to antiferromagnetically ordered
graphenelike systems. In this regime the retarded, one-particle
Green’s function at site A or B (A/B), orbital a, and spin σ

-6 -3 0 3 6 9
ω (eV)

0.0

0.1

0.2

0.3

ρ z,↓
(ω

)

PM   U=7.0 eV
AFM

0.0

0.1

0.2

0.3

ρ z,↑
(ω

)

0.0

0.1

0.2

0.3

ρ x,
y,

↑(ω
)

-6 -3 0 3 6 9 12
ω (eV)

0.0

0.1

0.2

0.3

ρ x,
y,

↓(ω
)

FIG. 2. GGA+DMFT (U = 7.0 eV) orbital- and spin-resolved
DOS of paramagnetic (PM) and antiferromagnetic (AFM) super-
strained graphene. Notice the electronic reconstruction on different
orbitals across the magnetic transition and the appearance of an
orbital-selective insulating-metallic state in the antiferromagnetically
ordered state of superstrained graphene.

reads

GA/B
aσ =

∫ ∞

−∞
dερo

a (ε)
ξ

B/A
aσ (ω)

ξA
aσ (ω)ξB

aσ (ω) − ε2
. (2)

Here ξ
A/B
aσ (ω) = ω + μ − 	

A/B
aσ (ω), with ρ0

a (ε) and 	a(ω)
being, respectively, the GGA DOS and the self energy of
orbital a, and μ the chemical potential of the system. For
the sake of simplicity, in the antiferromagnetic state it is
sufficient to perform the calculations for the A sublattice
due to the additional symmetry GA

aσ = GB
aσ̄ of the bipartite

lattice [42].
Let us now present our results for the Néel ordered state [17]

of superstrained graphene. In the following we concentrate on
the one-particle MO spectrum of the A sublattice [ρa,σ (ω) ≡
− 1

π
ImGA

aσ (ω)]. As seen in Fig. 2, when the system enters
the antiferromagnetic phase the spectral functions of up and
down spin for the p bands become inequivalent, yielding a
finite sublattice magnetization, m = 	a|〈na↑〉 − 〈na↓〉|. An
important effect is the overall SWT in pz channel and, as
expected, the formation of strong local moment (LHB) in ρz↓
DOS. (From symmetry reasons the spin-↑ electron occupy
the B sublattice.) Surprisingly, on the other hand, is the
appearance of a metallic electronic state with reduced spin
polarization in the planar bands, which shows pseudogap
features at energies near EF . Based on our results in Fig. 2 we
thus predict that strong orbital reconstruction would be seen in
crossing the paramagnetic to the long-range ordered phase of
superstrained graphane. Additionally in Fig. 3 we compare our
GGA+DMFT results for two values of the on-site Coulomb
interact U . With increasing U towards its realistic value [27]
(i.e., U ≈ 9.0 eV) full electronic polarization is found in the
pz ordered state, with the LHB being transferred to high
binding energies. Notwithstanding, due to small U/W ≈ 1
ratio and strong electronic reconstruction the Néel state in
the planar orbitals is rather weakly ordered and full spin
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FIG. 3. Effect of electron-electron interactions on the
GGA+DMFT orbital- and spin-resolved DOS of antiferromagnetic
superstrained graphene. Notice the large transfer of spectral weight
and the formation of localized moments in the pz channels as well
as the electronic reconstruction on the planar (x,y) bands at low
energies. Particularly relevant feature to be seen is the electron
localization induced on all orbital states for U = 9.0 eV.

polarization is expected to be seen only at higher U values.
However, the position of LHB and UHB in the spectra
are clearly shifted in energy with respect to each other as
expected for itinerant systems approaching magnetic phase
instabilities. Taken together, the changes in SWT in Figs. 2
and 3 can be ascribed to an internal molecular field, generated
by the finite sublattice magnetization [42] on different orbital
channels. Importantly, our result in Fig. 3 implies that the
charge carriers in the antiferromagnetically ordered state of
superstrained graphene have a dual nature, where effectively
localized pz states coexist with incoherent px,y electronic
excitations at 7.0 < U < 9.0 eV. Such incoherent behavior
results from scattering between effectively spin-localized and
quasi-itinerant electron components of the full DMFT matrix
propagators.

To gain insights on the interplay between electron-electron
interactions and (electron/hole) doping on the multiple struc-
ture of the antiferromagnetically ordered state of super-
strained graphene, in Fig. 4 we display our GGA+DMFT
for U = 7.0 eV and JH = 0.4 eV. Large SWT is visible
upon addition/removal of charge carries in antiferromagnetic
superstrained graphene. Particularly interesting is the narrow
Kondo-like quasiparticle resonance in the majority pz which
crosses EF with increasing the electron concentration, δ =
0.2. This in turn induces half-metallicity in the out-of-plane
orbital channel. Thus, similar to CePt3P low-temperature
superconductor [44], our results suggest a coexistence of
antiferromagnetic ordering and U ′-induced orbital Kondo
effect [45] in superstrained graphene. Moreover, the tiny
pseudogap observed in the px,y↑ electronic states gives away
to quasiparticle resonances at low energies. However, as can
be seen in Fig. 4 (lower-right panel), our self-consistent
GGA+DMFT calculation also resolves a pseudogap feature
near EF in px,y↓ electronic channel. This behavior is expected
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FIG. 4. Effect of electron/hole doping in the orbital- and spin-
resolved GGA+DMFT (U = 7.0 eV) DOS for the antiferromagnet-
ically ordered state of superstrained graphene. Notice the narrow
quasiparticle resonances at the spin-resolved pz bands and the
downshift of valence band states with increasing the electron
concentration.

to MO metallic systems close to electronic localization,
where strong orbital and spin fluctuations prevent the Fermi
liquid fixed point. In our superstrained graphene system the
transfer of spectral weight found in this strange metallic
phase can be traced to a dynamical scattering process that
leads to electron mass enhancement, which is not expected
for massless Dirac fermion systems like natural graphene
[46]. Our work calls for low-temperature electrical transport
studies in superstrained graphene. These studies will constitute
a proof to selective electronic delocalization and nonglobal
electron-frozen antiferromagnetism as well as the importance
of treating dynamical correlations adequately to reveal a
variety of unexplored responses in complex materials under
extreme strain conditions.

C. Superconducting state in a selective antiferromagnetic metal

To better understand the selective MO physics of super-
strained graphene, it can be a useful and, at the same time, an
interesting exercise to investigate the changes of low energy
electronic states across the normal-to-superconducting phase
transition. However, in view of the complexity of the problem
[47], we only restrict ourselves to a qualitative discussion.
Since Fermi liquid quasiparticles are not stable excitations in
the strange metal coexisting with an antiferromagnetic back-
ground, instabilities to ordered states via (particle-particle)
BCS-like pairing of well defined Fermi liquid quasiparticles
are untenable. In strange metals, the coherent one-electron
hopping term is irrelevant in a renormalization group sense
[48]. Hence, superconducting ordered states may arise via
coherent two-particle hopping, which becomes more relevant
when the one-electron hopping term is irrelevant: The situation
is analogous to coupled Luttinger liquids [49] as discussed in
an earlier study of multiband superconductivity in iron-based
superconductors [50]. Given the selective incoherent metallic
state within DMFT in our case, the above analogy tells
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us that residual, intersite, and interorbital (in MO systems)
two-particle interactions can generate ordered states directly
from the strange metal.

Following the philosophy used earlier [51] for pressurized
solid O2 p-band superconductor we restrict ourselves to the
x,y orbital sector, where the interaction in the Cooper channel
reads Hpair = 1

2

∑
a,b,k,k′ Vab(k,k′)c†a,k,↑c

†
b,−k,↓cb,−k′,↓ca,k′,↑.

Here a,b = x,y and the scattering vertex is Vab(k,k′,ω) =
g2χab(k − k′,ω) with χab(k − k′,ω) being the interor-
bital susceptibility. Decoupling Hpair in the particle-
particle channel using Gorkov’s formalism [52] gives
HMF

pair = ∑
abk[�ab(k)(c†ka↑c

†
−kb↓ + H.c.)], where �ab(k) =

1
2Vab〈c−kb↓cka↑〉. This represents an interorbital pairing in-
stability of the strange metal state near the superconducting
transition in superstrained graphene. Albeit different pairing
symmetries have been proposed for graphenelike systems
[13,53,54], a plausible assumption to be made here is that
the superconducting gap function is momentum independent,
i.e., �ab(k) ≡ �, for the (multiband) s-wave [13,54] case
of superconducting graphene. Thus, aiming to shine light
on the changes in the excitation spectrum of superstrained
graphene across the superconducting phase transition we have
extended the normal state electronic structure calculation
to treat Hpair above within GGA+DMFT formalism for
the superconducting state. Using our assumption for the
s-wave superconducting gap function � the GGA+DMFT
equations for the bipartite lattice are readily extendable to the
superconducting regime. As in the case of superconductivity
arising from an instability of a correlated paramagnetic state
[50,55], the matrix one-particle Green’s function (Gab) has
normal and anomalous components yielding renormalized
Gaa(≡Ga) propagators, which are solved by extending the
antiferromagnetic normal state solution to include an explicit
pair-field term. Including the pair field, the DMFT propagators
of orbital a at site A can be written as

GA
aσ =

∫ ∞

−∞
dερo

a (ε)
1

ξA
aσ (ω) − ε2

ξB
aσ (ω) − �2

ω+ε+	∗A
bσ̄ (ω)

, (3)

where the ∗ in 	∗A
bσ̄ (ω) denotes complex conjugation [55].

We now describe our results within the superconducting
state of superstrained graphene. Using the GGA+DMFT
solutions for U = 7.0 eV, in Fig. 5 (left panels) we show
the changes induced by superconductivity in the spin- and
orbital-resolved spectral functions of superstrained graphene.
As seen the minority px,y,↓ channel is the most affected in the
limit of strong s-wave pairing mechanism. Also visible is the
emergence of a superconducting gap and sharp singularities at
low energies across the superconducting instability. However,
antiferromagnetic normal state localization in the pz propaga-
tor [GA

zσ (ω)] prevents opening up of a clean superconducting
gap in the px,y DOS at low energies, suggesting that super-
strained graphene might be a promising candidate to be added
to the antiferromagnetic superconductors material class [56]
which also display gapless band dispersions in their electronic
spectrum.

Additionally, we shall notice here that the antiferromag-
netically ordered state in the pz channel is not suppressed by
the superconducting instability (not shown), and this might be
related to the fact that spin fluctuations are quenched in this
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FIG. 5. Spin-resolved GGA+DMFT (U = 7.0 eV) DOS for pure
(left panels) and doped (right panels) superstrained graphene. Left
panels display the electronic reconstruction of the antiferromag-
netic (� = 0.0) phase towards a s-wave superconducting state.
Right panels show the effect of electron/hole doping on the px,y-
electronic states of superconducting (� = 0.8 eV) superstrained
graphene.

electronic channel and the fact that the excitation spectrum is
already gapped in the correlated normal state. Remarkable as
well is the fact that the pseudosuperconducting gap is strongly
asymmetric and sets in mostly in the valence band states. As a
key finding, we reveal a leading-edge asymmetry near EF as
observed in Li-decorated monolayer graphene [57], providing
support to our unconventional superconducting state. Finally,
weak SWT from low to high energies occurs in all p bands
as seen in Fig. 5. This suggests an orbital selective coupling
of the carrier propagators to overdamped charge and spin
excitations which could be tested in future resonant inelastic
x-ray scattering studies [58]. Future tunneling spectroscopy
(dI/dV ) measurements are also called for to corroborate
our prediction of an anisotropic (in energy) profile and the
small changes in the one-particle spectral function upon
electron/hole doping (Fig. 5 right panels) of superconducting
superstrained graphene.

III. CONCLUSION

In conclusion, we have performed GGA+DMFT calcula-
tions for a realistic multiorbital Hubbard model to explore the
correlated nature of the excitation spectrum which emerges
in the antiferromagnetically ordered state of superstrained
graphene. In a regime of isotropically large lattice distances,
the interplay between one-particle band narrowing and mul-
tiorbital electron-electron interactions pushes superstrained
graphene into an orbital-selective electronic state characterized
by coexisting localized moments and itinerant electronic
states. Additionally, we have explored the possibility of
antiferromagnetic and superconducting phase coexistence,
showing that the two orders might be intimately connected
as in In3Cu2VO9 honeycomb lattice compound [59]. Our
microscopic description of coupled multiorbital Hubbard
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interactions is expected to be generally applicable to under-
standing antiferromagnetism in stretchable graphene [17] and
the underlying electronic state of superconducting graphene
networks [10–12].
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