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Doping-controlled phase transitions in single-layer MoS2
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The electronic properties of single-layer MoS2 make it an ideal two-dimensional (2D) material for application
in electronic devices. Experiments show that MoS2 can undergo structural phase transitions. Applications of
single-layer MoS2 will require firm laboratory control over the phase formation. Here we compare the stability
and electronic structure of the three experimentally observed single-layer MoS2 phases, 2H, 1T , and 1T ′, and
an in-plane metal/semiconductor heterostructure. We reveal by density-functional theory calculations that charge
doping can induce the phase transition of single-layer MoS2 from the 2H to the 1T structure. Further, the
1T structure undergoes a second phase transition due to the occurrence of a charge-density wave (CDW). By
comparing the energies of several possible resulting CDW structures, we find that the 1T ′ orthorhombic structure
is the most stable one, consistent with experimental observations and previous theoretical studies. We show that
the underlying CDW transition mechanism is not due to Fermi surface nesting, but nonetheless, can be controlled
by charge doping. In addition, the stability landscape is highly sensitive to charge doping, which can be used as
a practical phase selector. We also provide a prescription for obtaining the 1T ′ structure via growth or deposition
of MoS2 on a Hf substrate, which transfers electrons uniformly and with minimal structural distortion. Finally,
we show that lateral heterostructures formed by the 2H and 1T ′ structures exhibit a low interfacial energy of
0.17 eV/Å, a small Schottky barrier of 0.3 eV for holes, and a large barrier of 1.6 eV for electrons.
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I. INTRODUCTION

Transition metal dichalcogenides MX2 exhibit a variety
of polymorphs due to their unique layered structures and
weak interlayer van der Waals interactions [1]. When these
materials are reduced to two dimensions, the structures of
single-layer MX2 appear equally diverse. For instance, single-
layer MoS2, an actively investigated member of the MX2

family for next-generation nanoelectronics applications, is
frequently observed in experiments to occur in three distinct
phases: 2H, 1T , and 1T ′ with vastly different electronic
properties [2–4]. Most studies focus on the direct band gap
semiconducting 2H structure shown in Fig. 1(a) where the top
and bottom sulfur sublayers are in an eclipsing configuration. A
shift of the top or bottom sulfur layer by 1/3(�a1 + �a2), where
�a1 and �a2 are the in-plane lattice vectors, gives rise to the
metallic 1T structure shown in Fig. 1(b), which can function
as an efficient catalyst for the hydrogen evolution reaction [5].
Recent experimental work has identified, in addition to the
2H and 1T phases, a third 1T ′ phase, in which an in-plane
distortion of the molybdenum ions accompanies the relative
shift of sulfur ions as shown in Fig. 1(c) [4].

The observation of multiple single-layer MoS2 phases is
something of a mystery, as the 2H ground state is calculated
to be significantly more stable than the 1T phase [6–8] and
exhibits a high transition barrier for the sulfur plane shift,
required for formation of the 1T phase. The reconstructed 1T ′
phase is more stable than 1T , though still higher than 2H , and
emerges only from the precursor 1T metallic state not directly
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from the 2H semiconducting one [4]. Thus the observed
coexistence of all three phases requires two phase transitions
and the stabilization of the highly unfavorable metallic state.

In this paper, we employ density-functional theory to
analyze the three MoS2 phases, the two phase transitions, and
the barriers between them, and the system’s response to charge
doping. We start from the energetic stability of the 1T and
2H structures, which determines the thermodynamic driving
force of the transition. We then investigate the energy barrier
for a displacive transformation between the polymorphs of
2D MoS2, which assumes that the transformation occurs by a
collective motion of the sulfur atoms in either the top or bottom
surface. This mechanism is justified by the experimental
observation of perfectly coherent interfaces between the
polymorphs of MoS2 [9]. We show that charge doping of
either n or p type reduces the barrier of the 2H to 1T phase
transition, as well as the energy difference between the two
structures, which indicates that doping via the creation of sulfur
vacancies effectively stabilizes the 1T phase. For the second
transition, we compare the stability of several charge-density
wave (CDW) structures modulated from 1T single-layer MoS2

and characterize their electronic structures. We confirm that the
1T ′ structure, i.e., an orthorhombic structure, is the most stable
one, consistent with the experimental and theoretical findings
[9,10]. The stability of 1T vs 1T ′ is also controllable by charge
doping, but n- and p-type schemes operate oppositely, with
the former stabilizing the 1T and the latter stabilizing the 1T ′

phase. We suggest that heavy doping, on the order of ±0.5
electrons per formula unit, can be used to select for a desired
phase: semiconducting, metallic, or Dirac cone. We also show
that electron doping, well within the magnitude needed to
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FIG. 1. Atomic structures of the (a) 2H , (b) 1T , (c) 1T ′,
(d) 2a × 2a, and (e)

√
3a × √

3a phases of single-layer MoS2. The
unit cells are enclosed by dashed lines. Molybdenum and sulfur atoms
are represented by blue and red spheres, respectively.

stabilize the metallic phase, is possible using a Hf substrate.
Large differences in work function between MoS2 and Hf ini-
tiate significant and uniform electron transfer to MoS2, while
the good lattice matching and lack of physical dopant ions
minimize structural distortions. Finally, we model an all MoS2

semiconductor/metal lateral interface and calculate the band
offsets for electronic applications. We find that the interface
between the 2H and 1T ′ phases of MoS2 has a low interfacial
energy of 0.17 eV/Å and a small offset of 0.3 eV between the
valence band maximum of 2H and the Fermi level of 1T ′.

II. METHODS

We perform density-functional theory calculations using
the projector-augmented wave method as implemented in the
plane-wave code Vienna ab initio simulation package (VASP)
[11–13]. For the exchange-correlation functional we employ
the Perdew-Burke-Ernzerhof (PBE) approximation [14]. A
cutoff energy of 600 eV for the plane-wave basis set is used
to ensure an accuracy of the energy of 1 meV/atom. The
lattice constants and energy differences are consistent with
our previous study using a smaller plane-wave cutoff energy
of 400 eV [8].

The k-point sampling uses the Monkhorst-Pack scheme
[15] and employs for the 2H and 1T single-layer MoS2

structures a 48 × 48 × 1 mesh for the structural relaxations
and a 48 × 48 × 7 mesh for the density of states calculations
using the tetrahedron method with Blöchl corrections [16]. The
k-point meshes used for optimizing the 1T ′, 2a × 2a,

√
3a ×√

3a, and 2H and 1T ′ heterostructure are 32 × 48 × 1, 24 ×
24 × 1, 32 × 32 × 1, and 1 × 18 × 1, respectively. The k-
point mesh for the calculations of the density of states for
the heterostructure is 4 × 36 × 1.

For the single-layer MoS2 calculations, a periodic repeat
length of 18 Å in the direction perpendicular to the MoS2 sheet
ensures that the interactions between the layers are negligible.
The in-plane lattice constants and atomic coordinates are
optimized with a force tolerance of 0.001 eV/Å. To simulate
the charge doping, we modify the number of valence electrons

TABLE I. Structural parameters, formation energies, �E, with
reference to the 2H structure in units of eV/atom, and fundamental
band gaps, Eg, in units of eV without and with SOC for various 2D
structures of single-layer MoS2.

Structure a0 b0 �E Ew/oSOC
g Ew/SOC

g

2H 3.18 3.18 0 1.67 1.60
1T 3.18 3.18 0.28 0 0
1T ′ 5.72 3.18 0.18 0 0.05
2a × 2a 6.44 2.77 0.21 0.14 0.10√

3a × √
3a 5.67 2.83 0.22 0.57 0.57

of the system and compensate this with a uniformly charged
background [17–19]. Consequently, adding or removing elec-
trons implies n- and p-type doping, respectively. We calculate
the phonon spectrum using the PHONOPY program [20]
with the interatomic force constants calculated by VASP

using the linear response method based on density-functional
perturbation theory [21,22].

We simulate the interaction between the polymorphs of 2D
MoS2 and a Hf(0001) substrate using a slab geometry with
eight layers representing the Hf(0001) substrate. The bottom
three layers of Hf(0001) are fixed to their bulk positions. A
7 × 7 × 1, 7 × 7 × 1, 4 × 6 × 1, and 4 × 4 × 1 k-point mesh
is employed for the 2H, 1T , 1T ′, and 2 × 2 reconstructions
adsorbed on Hf(0001), respectively, which results in a conver-
gence of the binding energies within 2 meV/atom.

The hexagonal Hf(0001) surface provides three different
sites (hcp, fcc, and top) for the placement of the MoS2

polymorphs [23]. We relax all the possible high symmetry
configurations of MoS2 in the 2H, 1T , 1T ′, and 2 × 2 struc-
tures on Hf(0001). There are six high-symmetry configurations
each for the 2H, 1T , and 1T ′ structures, simulated with a
simulation cell with 11, 11, and 22 atoms, respectively. The
2 × 2 structure has four high-symmetry configurations on the
Hf substrate and is simulated with a cell of 44 atoms. We
report the results of the most stable configuration of MoS2

polymorphs on Hf(0001).

III. RESULTS

A. Semiconducting 2H to metallic 1T transition

We first investigate the semiconducting 2H to metallic
1T transition in terms of structural, energetic, and electronic
factors. Table I provides the structural parameters and energies
of the two phases. Both phases exhibit nearly identical lattice
parameters, which facilitates the formation of a coherent
interface as observed in experiment [4]. However, the energy
difference between the two structures is rather large at
0.28 eV/atom.

In addition to the energy difference, we calculate the energy
barrier between the 2H and 1T structures utilizing the climb-
ing image nudged elastic band method [24,25]. Figure 2 shows
the energy landscape between the 1T and 2H structure as a
function of the reaction coordinate and charge doping. Here,
the reaction coordinate describes the Euclidean distance along
the phase transition path connecting the 1T and 2H structures.
We focus on the energy change along that path with reference
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FIG. 2. Energy landscape along the path between the 1T and the
2H structure as a function of reaction coordinate and charge doping.

to the undoped 1T structure in spite of its dynamical instability
(see below). Without charge doping, we obtain an energy
barrier of 0.52 eV/atom for the transition from 2H to 1T

and 0.24 eV/atom for the reverse transition. The latter energy
barrier is also comparable to that of 0.33 eV/atom calculated
for the same phase transition in single-layer WS2 [26].

To compare this energy barrier with thermal activation
energies, it is important to understand the nature of this
transition. The structural similarities between the 2H and
1T structures indicate that a likely mechanism involves the
collective motion of a group of sulfur atoms and a displacive
transformation. Dislocationlike mechanisms can reduce the
number of S atoms that are collectively displaced to just a few.
As a consequence, the energy barrier for the transformation is
obtained by multiplying the energy barrier per sulfur atom with
the number of sulfur atoms that are collectively displaced in a
transformation step, which significantly increases the barrier
[27]. Hence, both the forward and backward reactions are
unlikely to occur without charge doping, and once the 1T

structure is formed, it is kinetically unfavorable to transform
back into the 2H structure.

Figure 2 illustrates that both n- and p-type doping
drastically reduce the energy barrier of the transformation.
Furthermore, the energy difference between the 2H and 1T

structures decreases as the electron count for either type of
charge doping. Therefore, charge doping may be used to induce
the phase transition from the 2H to the 1T structure. This
effect is similar to the proposed charge-transfer mechanism
contributing to the 2H to 1T phase transition in MoS2

nanotubes [28]. However, our finding provides a more general
mechanism of phase transition that may also apply to other
single-layer materials such as WS2.

In practice, the change of the number of electrons can be re-
alized by several commonly used strategies such as lithium in-
tercalation [5], incorporation of sulfur vacancies for the p-type
doping, chemical functionalization with various functional
groups [29], and, as we suggest in this work, charge transfer
to or from a substrate. Experimentally, a transmission electron
microscope under high electron beam doses could introduce
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FIG. 3. Phonon spectra of (a) 2H MoS2, (b) n-type, and (c) p-type
doped 1T MoS2. The phonon spectrum of intrinsic 1T MoS2 is shown
in both panels (b) and (c) for comparison.

sulfur vacancies into single-layer MoS2 to induce the phase
transformation [30]. A similar experimental technique has
been recently used to control the size of 1T nanoribbons [9].

B. Dynamic instability of metallic 1T MoS2

We proceed to determine the dynamical stability of the 2H

and 1T phases by calculating their phonon spectra. Figure 3(a)
shows that the phonon spectrum of 2H single-layer MoS2

exhibits no imaginary frequencies, confirming the dynamical
stability of 2H MoS2, consistent with Ref. [6]. In contrast, the
phonon spectrum of 1T single-layer MoS2 in Fig. 3(b) displays
imaginary frequencies corresponding to dynamically unstable
phonon modes. Two acoustic phonon branches of 1T MoS2

are unstable throughout a significant portion of the spectrum,
with the strongest softening near the M point.

The imaginary phonon mode at the M point implies a com-
mensurate reconstructed structure. However, the dynamical
instability in the second unstable acoustic branch disturbs this
simplicity. In other words, the many wave vectors at which the
phonon modes become imaginary yield few clues as to the final
stable reconstruction. Therefore, we test three CDW structures
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that are known to occur in three-dimensional MoS2, i.e.,
the 1T ′ [31], 2a × 2a [32], and

√
3a × √

3a reconstructions
[33,34]. Note that the 1T ′ structure is also sometimes called
2a × a [6,7].

Figure 1 shows the 2H and 1T structures of MoS2 as well as
various possible reconstructions after geometry optimizations.
In the 1T ′ reconstruction, shown in Fig. 1(c), the Mo atom in
the middle of the unit cell is displaced upwards along the
a0 axis from its central position. Similarly, in the 2a × 2a

reconstruction in Fig. 1(d), the middle column of Mo atoms
is displaced leftwards along the b0 direction, resulting in a
shorter interatomic distance with the left column of Mo atoms.
The

√
3a × √

3a reconstruction shown in Fig. 1(e) features the
formation of a Mo trimer. Symmetry analysis shows that the
1T ′ structure has space group P 21/m (11), whereas both
the 2a × 2a and

√
3a × √

3a structures exhibit space groups
P 31m (157) [35]. Table I provides the structural parameters
of these reconstructions, denoted as a0 and b0 in Fig. 1.

The phonon spectra of intrinsic 1T single-layer MoS2

changes with both hole and electron doping, but in an
asymmetric manner. For n-type doping with 0.5 electrons
per unit cell, the phonon spectrum displayed in Fig. 3(b)
shows visible, but minor differences from the intrinsic phonon
spectrum and the instability toward 1T ′ remains. In contrast,
the p-doped phonon spectrum shown in Fig. 3(c) illustrates
a drastic reduction in the magnitude of unstable phonon
frequencies. Thus p-type doping is not only more effective
in reducing the energy barrier for the transition from the 2H to
the 1T structure (see Fig. 2) but also acts against the subsequent
transition to the 1T ′ phase by reducing the phonon softening.

Table I also compares the formation energies of the
1T ′, 2a × 2a, and

√
3a × √

3a structures with reference to
the 2H structure. The similarity in energies of these three
distorted 1T structures may explain why all these structures
are experimentally observed in bulk MoS2 [31–34]. The 1T ′
structure displays the lowest energy, consistent with the exper-
imental observation in single-layer MoS2 [4]. A similar CDW
structure has also been discovered in single-layer WS2 [26].

C. Charge-density wave for 1T ′ MoS2

We next characterize the electronic structure of 1T MoS2 to
determine if the structural instability has an electronic origin.
Figure 4(a) displays the band structure of single-layer MoS2 in
the 1T structure. Three bands cross the Fermi level, confirming
that 1T MoS2 exhibits metallic behavior. Figure 4(b) shows
that the Fermi surface of 1T single-layer MoS2 is anisotropic
and consists of four pockets: (i) two concentric electron
pockets near the � point, (ii) an elliptic electron pocket along
the direction from the � to the K point, and (iii) a triangular
hole pocket around the K point.

Interestingly, the surfaces of the hole pockets around
neighboring K points are almost parallel to each other,
giving rise to a significant nesting, which is defined as the
superposition of Fermi surfaces when translated one to another
by a nesting vector q [36,37]. Fermi surface nesting is often
cited as a determining factor in the stability/instability of
metallic transition-metal dichalcogenides [38], towards CDW
formation, though we argue here that this is not the case for
single-layer MoS2.

Γ
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FIG. 4. Electronic structure of 1T single-layer MoS2: (a) band
structure and (b) Fermi surface, (c) and (d) real part, and (e) and (f)
imaginary part of the electronic susceptibility, for intrinsic and p-type
doped 1T MoS2, respectively.

As suggested in previous works on CDW formation, the
Fermi surface is only a small part of the energy range from
which weight in the susceptibility is gathered [36,39]. We
therefore calculate the electronic susceptibility, χ (q), in the
constant matrix element approximation [37] as a real part
χ ′(q), which draws from the full energy range and is relevant
for CDW formation and as an imaginary part, χ ′′(q), which
directly reflects the Fermi surface nesting. These two quantities
can in both principle and practice have peaks at widely varying
wave vectors. The susceptibility, χ ′(q), is given by

χ ′(q) =
∑

k

f (εk) − f (εk+q)

εk − εk+q
, (1)

where εk and εk+q are band energies at the wave vectors k and
k+q, respectively, and the numerator is the difference between
Fermi functions, f (ε), at those energies. The nesting function,
which is the imaginary part of the electric susceptibility at
ω = 0, χ ′′(q), is calculated according to the following equation
[39]:

lim
ω→0

χ ′′(q,ω)/ω =
∑

k

δ(εk − εF )δ(εk+q − εF ), (2)

where εF is the Fermi energy.
Figure 4(c) shows the real part of the electronic sus-

ceptibility, χ ′(q), for 1T MoS2, calculated using a dense
100 × 100 × 1 k-point mesh. In the case of MoS2, the strongest
peaks in the nesting function occur at the K point of the
Brillouin zone, with weaker points along the �-K direction,
but with no visible peak at the M point. The nesting peaks do
carry over into χ ′(q), but their separation from the CDW wave
vector eliminates Fermi surface nesting as the driving force of
the transition to the 1T ′ structure.
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The electronic structure could, however, still be an impor-
tant ingredient, entering through the electron-phonon coupling
that softens the phonons. For instance, the nesting function
enters directly into the electron-phonon coupling constant, λ

[39], relevant to superconductivity, and the phonon renormal-
ization (softening) that can result in imaginary frequencies is
proportional to χ ′(q). The prevalent softening of the phonons
around the K point seen in the spectrum of Fig. 4(c) may,
therefore, stem from structure in χ ′(q). However, the equal
or stronger softening elsewhere that gives rise to the 1T ′
structure cannot be related to the electronic susceptibility χ (q)
and is more likely the result of strengthened electron-phonon
matrix elements, as has been experimentally and theoretically
observed in other materials [40].

Next, we investigate how charge doping affects the nesting,
i.e., the imaginary part of the electronic susceptibility. As
discussed above, n-type doping only weakly affects the phonon
modes of 1T MoS2. We observe that the Fermi surface
nesting is almost unaffected by n-type doping. In contrast,
p-type doping significantly decreases the χ ′(q) peaks and the
corresponding nesting peaks in χ ′′(q), as seen in Figs. 4(d) and
4(f), respectively, which furthermore acts toward stabilization
of phonons across the entire spectrum. This again supports our
suggestion that p-type doping is a more effective strategy to
stabilize the 1T structure.

D. Electronic structure of the MoS2 polymorphs

Figure 5 displays the electronic band structures of 2H

single-layer MoS2 and the various reconstructions of the 1T

structure. Figure 5(a) shows that 2H MoS2 exhibits a PBE
band gap of 1.67 eV, consistent with previous calculations and
slightly smaller than the experimental optical band gap of
1.90 eV [41,42]. Figure 5(c) shows the electronic band
structure of the 1T ′ structure, identified as the lowest energy
reconstruction. Interestingly, a Dirac cone is formed between
the B and � points as illustrated in the inset in Fig. 5(c) [10].

Figures 5(e) and 5(g) depict the electronic band structures of
the 2a × 2a and

√
3a × √

3a phases, respectively. In contrast
to the 1T ′ structure, these two structures are semiconducting
with direct band gaps of 0.14 and 0.57 eV as summarized in
Table I.

Spin-orbit coupling (SOC) is known to affect the electronic
structures of single-layer transition-metal dichalcogenides
[43], and we determine how it changes the electronic band
structure of all of the five single-layer MoS2 polymorphs. For
2H MoS2, shown in Fig. 4(b), the SOC results in a splitting of
the valence band maximum at the K point by 0.149 eV, which
agrees with a previously reported value of 0.146 eV [43]. For
the 1T ′ structure, the SOC splits the Dirac cone, opening a band
gap of 50 meV, as seen in Fig. 4(d). This band gap agrees well
with a recently reported value of around 80 meV [10]. The band
gap opening due to SOC is of particular interest, as it is related
to 2D topological insulators [10,44]. SOC also decreases the
band gap of the 2a × 2a structure, while the band gap of the√

3a × √
3a structure is almost unaffected by the SOC.

E. Substrate stabilization of MoS2 polymorphs

Our study shows that charge doping can be used to
stabilize one polymorph of single-layer MoS2 over another.
However, changing the charge via sub- or supervalent dopants
on the level of ±0.5 electrons per formula unit will likely
cause significant structural distortions in the host crystal struc-
ture of MoS2 or could even exceed the solubility limit for the
dopant, resulting in the formation of competing phases, thus
decreasing or eliminating the possibility of dopant induced
polymorph stabilization. As shown in our previous work on
the synthesis of 2D group III-V materials on metal substrates,
a difference in the work function of the substrate and a 2D
material can lead to charge doping [23]. Similar observations
have been made for graphene adsorbed on transition metal
substrates [45]. We suggest that adsorption of single-layer
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MoS2 on suitable substrates can provide pure charge doping
and hence be used to control the structure of MoS2.

To stabilize or synthesize the polymorphs of MoS2, we
search for symmetry matched substrates with small lattice
mismatch, which should minimize strain induced changes in
the electronic properties of the polymorphs as well as dope
and stabilize the MoS2 polymorphs. We select the Hf(0001)
substrate to provide an example that illustrates our strategy of
substrate selection, which can then be used to identify other
suitable substrates.

The Hf(0001) surface exhibits a lower work function of
3.9 eV [46] than single-layer MoS2 with a value of 5.1 eV [8],
which should lead to electron doping in the MoS2 polymorphs.
Furthermore, Hf(0001) is closely symmetry matched and
provides small lattice mismatches for the various MoS2

polymorphs. The lattice parameter of 1T and 2H MoS2 are
smaller than that of the Hf (0001) surface by only 0.4%, while
the 2 × 2 reconstruction of MoS2 has a lattice parameter which
is larger by 0.8% compared to the Hf(0001) lattice parameters.
One of the 1T ′ MoS2 lattice vectors is larger than the Hf(0001)
lattice vector by 3.4%, and the other is smaller by 0.6%. To
accommodate the effect of strain, the polymorphs of MoS2 are
strained to match the lattice vectors of the Hf(0001) surface.

Figure 6 shows the change in formation energy of the three
single-layer phases when adsorbed on a Hf(0001) substrate.
The presence of the substrate leads to a charge doping of 0.6
electrons into the 2H and 1T phases and 0.2 electrons into
the 1T ′ phase. The electron doping has a threefold effect on
the phase stability of the system. First, the ground state energy
of the 1T /substrate is lower than the 2H /substrate system.
Second, we compute the energy barrier of the transition from
2H to 1T using the nudged-elastic band method and find that
the activation energy barrier is lowered to 0.42 eV/atom in
the presence of the substrate, in close alignment with the
results of Fig. 2 for the addition of ∼0.6 electrons. And
finally, the electron doping improves the stability of the 1T ′
structure relative to the 1T structure. Thus growth or deposit
of MoS2 onto a Hf substrate is a realistic and achievable
route to stabilize the metallic 1T polymorph or the small
band gap topological insulator 1T ′ polymorph, opening up
attractive possibilities for their use as a conductive alternative
to graphene in nanoelectronics applications.

FIG. 7. Top and side view of the 2H/1T ′ heterostructure after
geometry optimizations. The dashed lines illustrate rectangular unit
cells of the 2H and 1T ′ structures.

F. Lateral 2H/1T ′ heterostructure

Finally, we study the effects the occurrence of the 1T ′ struc-
ture within 2H MoS2 has on the energetics and the electronic
properties. To simulate the interface structure, we construct a
supercell of nine rectangular cells of each structure, leading to
two interfaces due to the periodic boundary condition. Figure 7
illustrates the interface structure after geometry optimizations
with a force tolerance of 0.025 eV/Å. Similar to the definition
of the grain boundary energy of single-layer MoS2 [47], we
define the interfacial energy

Eint = E2H/1T ′ − 1/2(E2H + E1T ′)

2l0
,

where E2H/1T ′ , E2H , and E1T ′ are the total energies of the
heterostructure, the 2H structure, and the 1T ′ structure, respec-
tively, and l0 is the length of each interface in the simulation
supercell. All energies are calculated using a total of 18 rect-
angular cells, two of which are illustrated by the dashed lines
in Fig. 7. We determine the interfacial energy as 0.17 eV/Å,
much smaller than the calculated energies of grain boundaries
in 2H MoS2 of at least 0.35 eV/Å [47]. This implies that
forming the 2H/1T ′ interface is more favorable than creating
different grain boundaries.

Figure 8 shows the local density of states (LDOS) of a
formula unit of 2H MoS2, which is sufficiently far (>2.5 nm)
away from the interface to reduce the effect of the boundary
on the electronic structure of pure 2H single-layer MoS2. The
offset between the valence band maximum of 2H MoS2 and
the Fermi level of 1T ′ MoS2 extracted from the LDOS is
0.32 eV. Correspondingly, the offset between the conduction
band minimum and the Fermi level or Schottky barrier is
1.35 eV in PBE, and even larger when taking into account
the underestimation of the experimental band gap by the PBE
functional [42,48]. The valence and conduction band offsets
represent the energy barriers for hole and electron transport,
respectively, across the 2H/1T ′ interface. Therefore, we
expect that the appearance of the 1T ′ structure decreases
the carrier mobility when 2H single-layer MoS2 is used for
electronic applications such as nanotransistor.
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FIG. 8. Local electronic density of states of one unit of 2H single-
layer MoS2 which is far away from the interface of the 2H/1T ′

heterostructure.

IV. CONCLUSIONS

In summary, we studied two types of phase transitions in
single-layer MoS2 and the resulting electronic structure of the
different phases. For the phase transition from the 2H to 1T

structure, we find that charge doping of either n or p type
lowers the transition barrier and induces the phase transition.
We show that charge doping controls the phase transition from
the 1T phase to the reconstructed 1T ′ structure, with p-type
doping having a larger effect. The simultaneous existence of
all three phases, 2H, 1T , and 1T ′, despite very high barriers
at stoichiometry suggests that intrinsic charge doping may

exist and that intentional n- and p-type doping are possible
routes towards stabilizing the metallic 1T phase against the
other two gapped phases. We show that very high charge
doping is needed for this stabilization, but may be achieved
uniformly and without significant structural distortion by
growth or deposit of single layer MoS2 on a Hf(0001) substrate.
Furthermore, we confirm that the 1T ′ structure has the lowest
energy among the four possible polymorphs of 2H single-layer
MoS2 in agreement with the experimental observation and
previous theoretical prediction. We additionally estimated the
energy barriers met by the charge carriers in the 2H/1T ′
heterostructure. Our work opens the realistic possibility of
using metallic MoS2 as an alternative to graphene metallic
leads for van der Waals heterostructures [49].
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