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Defect physics in intermediate-band materials: Insights from an optimized hybrid functional
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Despite the efforts to implement the idea of a deep level impurity intermediate band (IB) into bulk solar
cell materials, a breakthrough in efficiency increase has not yet been achieved. Taking Sn-doped CuGaS2 as an
example, we investigate the problem here from the perspective of defect physics, considering all possible charge
states of the dopant and its interaction with native defects. Using an optimized hybrid functional, we find that
SnGa has not only a donor-type (+/0), but also an acceptor-type (0/−) charge transition level. We estimate the
probability of the optical transition of an electron from/to the neutral defect to/from the conduction-band edge to
be about equal, therefore, the lifetimes of the excited carriers are probably quite short, limiting the enhancement
of the photocurrent. In addition, we find that doping with SnGa leads to the spontaneous formation of the intrinsic
acceptor CuGa defects which passivate the donor SnGa and pin the Fermi level to a position (1.4 eV above the
valence-band edge) where both defects are ionized. As a result, the possibility of absorption in the middle of the
visible range gets lost. These two recombination and passivation mechanisms appear to be quite likely the case
for other donors and other similar host materials as well, explaining some of the experimental bottlenecks with
IB solar cells based on deep level impurities.
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I. INTRODUCTION

Considering the pressing energy demand and the ecological
problems of modern society, clean and renewable energy at
low cost has become an urgent necessity. Solar cells are
one of the possible solutions, and photovoltaic devices with
ever increasing efficiency and diminishing cost are a major
subject of research and development today. The intermediate
band solar cell (IBSC) [1–3] where an additional intermediate
band (IB) in the fundamental band gap acts as the stepping
stone to absorb two low-energy photons could realize a high
conversion efficiency. An ideal IBSC with a single partially
filled and isolated IB could reach a theoretical efficiency limit
of 40.7% [4], well exceeding the Shockley-Queisser limit for
single-junction solar cells (31%) [5]. Therefore, much effort
has been devoted to the implementation of the IBSC idea using
quantum dots [6–11], highly mismatched alloys [12–16], or
bulk semiconductors with a high concentration of deep level
impurities [17]. The latter are relatively easy to fabricate, so
many different hosts, such as III–V, II–VI, spinel compounds
[18], as well as chalcopyrite materials [19–25] have been
studied, both experimentally and theoretically with several
dopants. CuGaS2, a chalcopyrite crystal related to the CIGS
[i.e., Cu(In,Ga)Se2] family of solar cell materials [26,27] has
attracted much attention as a potential IB host since it has a
relatively wide band gap [28,29] close to the optimal value [4].
Until now at least four elements, Ti, Cr, Fe, and Sn [3,30–34]
have been observed experimentally to introduce IBs in the
band gap of CuGaS2. In all these cases sub-band gap optical
absorption was reported, corresponding to electron transitions
from the valence band (VB) to the IB and/or from the IB to
the conduction band (CB) [35]. In the case of TiGa, an increase
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in the photocurrent also was observed [30]. However, in the
case of FeGa, even though the optical absorption has increased
with increasing Fe content, current collection and open-circuit
voltage have decreased significantly [3]. To our knowledge no
photocurrent measurement has been made for SnGa, and only
an insignificant enhancement was observed in the absorption.
In a photoluminescence (PL) study [33] on CuInS2:SnGa,
only IB-to-VB emission was observed, but no emission from
the CB to the IB was observed. The situation is, therefore,
quite confusing, while obviously no breakthrough could be
reached in terms of efficiency. Theoretical calculations so
far only focused on pinpointing appropriate impurities which
can introduce an IB into the band gap and enhance the
optical absorption [19–25,36]. Defects of CuGa(In)Se2 have,
however, been investigated intensively. Earlier work using
the local-density approximation (LDA) of density functional
theory (DFT) had to rely on ad hoc corrections to estimate
the position of defect levels [37–39], while more recently, the
Heyd-Scuseria-Ernzerhof (HSE) hybrid functional [40,41] has
been applied with the screening parameter tuned to reproduce
the room-temperature (RT) optical band gap in CIGS materials
[42]. To our knowledge, interaction of the dopant with native
defects has hardly been considered. Complex formation or
competition for given sites in the lattice with and compensation
or passivation by the native defects can impair the effect of
dopants [43], so this must be investigated.

Here we perform a case study for the donor SnGa in CuGaS2.
To obtain a reliable description of the defects, we optimize
first the screened hybrid functional. The mixing and screening
parameters α and μ, respectively, of the HSE hybrid have been
tuned to reproduce the band gap and to fulfill the generalized
Koopmans’ theorem (gKT) in order to provide the total energy
as the correct piecewise linear function of the occupation
numbers [44,45]. We find that the same parameters can fulfill
these criteria both in CuGaSe2 and in CuGaS2. The optimized
hybrid is evaluated by comparing to published theoretical
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FIG. 1. The 128-atom supercell of CuGaS2. Cu: blue spheres;
Ga: green spheres; S: yellow spheres.

results and experimental data. We find good agreement in the
structural parameters and the band structure. Since information
on the defects is scarce in CuGaS2, we compare to published
theoretical results on the charge transition levels of the antisite
defects GaCu and CuGa in CuGaSe2 as well as to experimental
data on the PL related to the latter. Applying then the optimized
hybrid to study the defects in CuGaS2, we find that SnGa is
strongly amphoteric, which indicates a short lifetime for the
carriers produced by optical excitation. In addition, we will
show that the CuGa antisite defects can passivate the SnGa

donors, removing the expected absorption in the midvisible
range. The mechanism derived here is of great significance
to understand and, to some extent, explain the experimental
results in IB solar cells based on deep level impurities. The
paper is organized as follows. The general computational
framework is introduced in Sec. II A, whereas Secs. II B and
II C describe the optimization and tests, respectively, of the
hybrid functional. In Sec. III we summarize our results on the
SnGa and CuGa defects in CuGaS2 and discuss the implications
on the optical properties. The conclusions are drawn in Sec. IV.

II. METHODS

A. Computational framework

Figure 1 shows the 128-atom perfect CuGaS2 supercell (2 ×
2 × 2 multiple of the body-centered tetragonal conventional
cell), which is applied in this paper for defect calculations.
The cations are coordinated tetrahedrally by four S atoms,
and the anions are surrounded by two Cu atoms and two
Ga atoms. Our calculations have been performed within the
framework of density functional theory using the Vienna
Ab initio Simulation Package, VASP 5.3.3 [46–48]. We employ
the projector augmented-wave method [49,50] and treat the
Ga 3d electrons as part of the core since our test has shown
that they have a negligible effect on the band gap (0.01 eV).
The Cu 3d electrons are, of course, treated in the valence
shell. A 400- (800-) eV cutoff is applied for the expansion

of the wave functions (charge density). The fulfillment of
the generalized Koopmans’ theorem was achieved for the
donor level of the relaxed neutral SnGa defect in a 128-
atom supercell with experimental lattice parameters [51]. The
equilibrium lattice parameters then were determined using the
optimized hybrid for the eight-atom unit cell with a 6 × 6 × 6
Monkhorst-Pack (MP) k-point set [52] performing constant
volume relaxations and then fitting to Murnaghan’s equation
of state [53,54]. Defect calculations are all carried out using
the equilibrium lattice parameters in the 128-atom supercell
with the � approximation for Brillouin-zone sampling. Tests
with a �-centered 2 × 2 × 1 MP set have shown that the
single-particle gap levels of SnGa in CuGaS2 as well as of
GaCu and CuGa in CuGaSe2 change by less than 0.1 eV at the
� point. The dispersion of the defect band among the given k

points is, however, significant. This affects the total energy by
about 0.2 eV, so calculated adiabatic charge transition levels
are not fully size converged. Unfortunately, we cannot afford
to carry out defect relaxations on a large scale with a 2 × 2 × 1
MP set nor a larger supercell. The force criterion of relaxation
was 0.02 eV/Å.

The defect’s formation energy is calculated according to
the equation [55,56],

�E
i,q

form = Eq − Ehost +
∑

i

niμi + q(EV +EF + �Valign)

+Eq
corr, (1)

where Eq is the total energy of the supercell with a defect
in charge state q, Ehost is the total energy of the perfect
supercell without the defect, ni is the number of atoms of
type i, introduced into the supercell when forming the defect,
and μi is the chemical potential of that atom in its standard
state: in our case metallic Cu, Ga, and Sn. Hybrid functionals
do not work well for metals, so our optimized hybrid functional
does not treat them on the same footing as the semiconductors
investigated here. Therefore, we have calculated the energy
of the atoms by the optimized hybrid functional and then
deducted the experimental atomization energy [57] to obtain
the chemical potential in the metallic state. EF is the Fermi
energy, referenced to EV , the valence-band maximum (VBM)
in the bulk. �Valign is the potential alignment between the
neutral defect and the perfect cell, and E

q
corr is the energy

correction of the charged defect [58]. Both the total energy and
the Kohn-Sham (KS) level of localized states were corrected
a posteriori. Total energy corrections were obtained by the
method of Freysoldt, Neugebauer, and Van de Walle, [59],
whereas localized defect levels were corrected using the
relation elevel

corr = −2Etot
corr/q, derived by Chen and Pasquarello

[60]. In the corrections we have used the directional average
of the experimental high-frequency dielectric constants ε∞ =
6.17 for CuGaS2 [61,62] and 7.47 for CuGaSe2 [63], both
for vertical (fixed ions) and adiabatic (relaxed ions) charge
transitions. In principle, the static dielectric constant ε0 should
be used in the adiabatic case, but experience has shown that
applying the bulk value of ε0 to describe the ionic screening
of a charge in a supercell of quite limited size introduces
a bigger error than using ε∞ instead [44]. We provide the
raw energy results together with the applied corrections in the
Supplemental Material [64].
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TABLE I. The band gap of a 128-atom CuGaS2 supercell, and the fulfillment of the generalized Koopmans’ theorem in the case of SnGa

for various HSE(α,μ) functionals. All values are in eV.

α/μ Eg �KSHOMO (N ) �ESCF �KSLUMO (N − 1)

0.25/0.2 (standard HSE06) 2.12 −1.14 −1.35 −1.55
0.30/0.2 (Ref. [83]) 2.38 −1.31 −1.47 −1.62
0.25/0.13 (Ref. [42]) 2.32 −1.33 −1.44 −1.53
0.26/0.08 (present paper) 2.55 −1.55 −1.56 −1.57

Assuming thermodynamic equilibrium during growth, the
concentration of the defects in their different charge states can
be predicted from the calculated formation energies by solving
the neutrality equation,

NC exp

[
−EC − EF

kT

]
+

∑
i

|qi |(NAi − pAi)

= NV exp

[
−EF − EV

kT

]
+

∑
i

|qi |(NDi − nDi), (2)

where NDi,NAi are the concentrations of the various donor
and acceptor defects, respectively, as determined by their
formation energy. NC,NV are the effective density of states at
the conduction-band and the valence-band edges, and nDi,pAi

are the concentration of electrons on donor states and of holes
on acceptor states, respectively. Details can be found, e.g., in
Ref. [65]. Since the defect concentration itself is dependent
on the Fermi level through the formation energy, Eqs. (1)
and (2) have to be solved iteratively. To calculate NC and
NV , the effective masses m∗

e = 0.12m0 and m∗
h = 0.68m0 have

been used for electrons and holes, respectively [66,67]. The
temperature was set to 1000 K, which is typical in the chemical
vapor transport growth of CuGaS2 [68].

B. Optimization of the HSE (α,μ) parameters

The total energy in exact DFT is a piecewise linear function
of the occupation numbers of the Kohn-Sham orbitals [69–71].
From the linearity follows the gKT, i.e., the independence
of the Kohn-Sham energy levels from their occupation [72]
with that of the frontier orbital providing the (vertical)
ionization energy [73]. In contrast, the standard local (LDA)
and semilocal [generalized gradient approximation (GGA)]
exchange approximations suffer from the lack of a derivative
discontinuity and from a positive (convex) curvature [74,75].
The former leads to serious underestimation of the band gap
and thus to incorrect band-edge positions, whereas the latter
leads to an artificial delocalization of the defect states. Defect
levels can, therefore, not be accurately predicted in wide
band-gap semiconductors. In recent years, hybrid functionals
have emerged as a useful alternative [76–78]. The screened
hybrid functional HSE [40,41] is a semiempirical mixture
of the GGA exchange of Perdew, Burke, and Ernzerhof [79]
with a given fraction α of nonlocal Hartree-Fock- (HF-) type
exchange, which brings back the derivative discontinuity. To
account for screening, the mixing is being phased out by
an error function beyond a distance of 2/μ, where μ is
the screening parameter. In the standard HSE06 version, the
mixing parameter α = 0.25 and screening parameter μ = 0.2
were found to be optimal, leading to the best band gap for a

large number of semiconductors. The screening is critical,
and the value chosen in the standard HSE06 works well
for semiconductors with medium screening but not so well
for ionic insulators [80,81], whereas it breaks down for
metals [82]. If HSE06 does not reproduce the gap of a given
material, usually either α or μ is tuned [42,83,84] without
consideration to the issue of localization of the defect states and
the fulfillment of the gKT. Actually, HSE-type hybrids offer
a useful opportunity for mimicking the self-interaction-free
functional of exact DFT by error compensation. Both the
correct band gap and the compliance to the gKT can be
achieved by tuning α and μ simultaneously. In other words,
our goal is to achieve the correct piecewise linear dependence
of the total energy as a function of the occupation numbers.
It has been shown earlier that the standard HSE06 fulfills
these criteria for group-IV semiconductors [85,86] and for
TiO2 [87], allowing a quantitatively accurate determination of
defect level positions in the gap. HSE06 does not reproduce
the band gap of, e.g., β-Ga2O3, however, it has been shown
that [44] simultaneously tuning α and μ to reproduce the band
gap and fulfill the gKT leads to defect levels in good agreement
with experimental observations.

The standard HSE06 does not fulfill the two criteria
mentioned above for our IB host material CuGaS2 either. In
previous work, either the mixing parameter (α = 0.3) [83]
or the screening parameter (μ = 0.13) [42] was tuned to
improve the band gap, but both fail to satisfy the gKT as
can be seen from Table I. Therefore, we have searched for
an optimized HSE(α,μ) functional, tuning the parameters to
meet both criteria simultaneously. The experimental optical
band gap of CuGaS2 at RT is 2.43 eV [88,89], which increases
to about 2.53 eV as the temperature decreases to 2 K [90–92].
Due to excitonic effects and electron-phonon interactions, the
low-temperature optical gap is always somewhat smaller than
the quasiparticle band gap obtained in a theoretical calcu-
lation. The latter can only be compared to low-temperature
photoelectron spectroscopy data but, unfortunately, those are
not available for CuGaS2. However, a first-principles many-
body calculation [self-consistent Coulomb hole and screened
exchange G0W0 (scCOHSEX + G0W0)] [28] resulted in 2.65
eV, in compliance with the expectation. Considering the uncer-
tainties of the optimization (limited supercell size, k-point set,
and fixed lattice parameters during parameter optimization),
we have chosen 2.6 eV as the target gap value. Table I shows the
band gap of the perfect 128-atom supercell and the KS level of
the highest occupied molecular orbital (HOMO) for the neutral
and of the lowest unoccupied molecular orbital (LUMO)
for the positive charged state of SnGa with respect to the
CB minimum (CBM) (�KS). �ESCF is the electron-removal
energy obtained from the difference of self-consistent total
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TABLE II. Calculated band gap (in eV), lattice parameters a and c [in angstroms (Å)], volume (in Å
3
), c/a ratio, the anion displacement

parameter u (in Å), and the bulk modulus (in GPa), calculated with different functionals, in comparison with experiment.

CuGaS2 Eg a c Volume c/a u B0

Expt. [51,93,94] 2.53a 5.351 10.478 300.03 1.959 0.259 94–96
GGA [95] 0.62 5.388 10.668 309.7 1.980 0.247 77.6
HSE(0.25,0.13) [95] 2.44 5.366 10.555 303.92 1.967 0.253 79.3
HSE(0.26,0.08) 2.61 5.359 10.531 302.42 1.965 0.255 81.64

aOptical gap at 2 K.

energies between the neutral and the positive charge states
at fixed geometry, referenced also to the CBM. According to
the gKT, the three values should be equal. This is achieved
approximately with the combination of α = 0.26 and μ =
0.08, resulting in a band gap of 2.55 eV for the 128-atom
supercell. We also have checked the fulfillment of the gKT
on the divacancy of (VS + VCu) in the 1− charge state and
found �KSHOMO (N ), �ESCF (eV), and �KSLUMO (N − 1)
to be within 0.1 eV.

Having obtained the ideal HSE(α,μ) functional, we have
used it to optimize the geometry of the primitive cell and
calculate the band structure. The band gap, lattice parameters,
and bulk modulus are listed in Table II, in comparison to
other results. As can be seen, the optimized hybrid functional
provides for improvement in all the parameters.

Finally we note that screening can be both orbital and
direction dependent, which cannot be reproduced by the
simple approach of a HSE(α,μ) functional. Therefore, the
reproduction of the band gap in the zone center alone does
not guarantee the accurate description of the CBM and the
VBM over the entire Brillouin zone, which is a necessity for
predicting accurate defect levels [44,45]. Comparison of the
band structure obtained by the optimized hybrid functional to
the scCOHSEX + G0W0 results of Ref. [28] has assured us,
however, that the dispersion and the band gap at the k-points
T , �, and N are in good agreement.

C. Tests of HSE(0.26,0.08) on CuGaSe2

Since we were not able to find experimental results
on deep defect levels in CuGaS2, to assess our optimized
HSE(0.26,0.08) functional, we tested it on the known defects
in CuGaSe2. Because the parameters of an optimal HSE(α,μ)
functional are material dependent, we checked first whether
the parameters found for CuGaS2 are transferable to CuGaSe2.
Using HSE(0.26,0.08), the gKT is satisfied within 0.03 eV also
in the latter material, and the band gap of 1.76 eV also appears
to be appropriate, considering the experimental optical gap
of 1.73 eV at 77 K [96,97]. Therefore, HSE(0.26,0.08) also
works well for CuGaSe2 [98], which is a much more widely
investigated material with defect data readily available in the
literature. In the following, we will first check the accuracy of
the optimized hybrid by calculating the observed PL related to
the GaCu antisite defect [99]. Then we will go on to show what
difference the optimized hybrid makes with respect to earlier
calculations on the antisite defects GaCu and CuGa in CuGaSe2

[37–39,42] and to SnGa in CuGaS2.
A PL study on CuGaSe2 has found two bands at 1.10 and

1.24 eV [99], which have been assigned to recombination

between a common shallow acceptor and two deep donor
states. For the latter the GaCu antisite and its complex with
a copper vacancy have been suggested. The shallow acceptor
level within 100 meV of the VBM was not identified.
Assuming that, within the limits posed by the supercell
approach, the shallow acceptor would be no more localized
than a hole on the VBM of our 128-atom supercell, we have
calculated the energy of recombination between a neutral GaCu

defect and a hole in the VBM as depicted in Fig. 2. First we
have relaxed the system with a hole at the VBM then fixed
the final geometry and recalculated the energy with the hole
now on the defect level. The difference in the two energies
supplies the PL energy. Considering the delocalization of the
hole in the initial state, in this calculation we have used a larger
2 × 2 × 1 k-point set. After proper corrections (for charge
as well as for band-filling effects [100]), we obtain 1.30 eV.
Assuming the acceptor level to be 100 meV above the VB, our
estimation of the PL energy is 1.20 eV, which is well within the
range of the observed values. Apparently, the optimized hybrid
functional can reproduce defect-related energies in CuGaSe2

with an accuracy of ±0.1 eV.
In order to evaluate the effect of the optimal

HSE(0.26,0.08), we compare our results on GaCu and CuGa

in CuGaSe2 and on SnGa in CuGaS2 to those obtained by
the HSE(0.25,0.13) functional used by Pohl and Albe [42].
Table III shows the gap levels with respect to the band
edges, i.e., the vertical electronic transitions, calculated under
identical conditions in columns 2 and 3. The increase in
the HF fraction and the decrease in the screening parameter
both have a localizing effect, which make the one-electron
levels deeper by about 0.2 eV. Table III also compares the
results obtained from the 128-atom �-point calculation with
the values published for a 216-atom supercell with a 2 × 2 × 2
MP set. The difference is within 0.1 eV as mentioned earlier.

FIG. 2. Schematic of the PL related to the GaCu defect in
CuGaSe2. (a) Experimental results in Ref. [99]. (b) The present
calculation.
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TABLE III. Gap levels of the neutral defects with respect to the band edges (in eV), calculated with the optimized hybrid functional and
with the one fitted to the band gap only in Ref. [42]. (Acceptor/donor levels are referenced to the VBM/CBM.)

HSE(0.26,0.08) HSE(0.25,0.13) HSE(0.25,0.13) [42]
CuGaSe2 128 atoms, � approximation 128 atoms, � approximation 216 atoms, 2 × 2 × 2

CuGa +0.60 +0.45 +0.36
GaCu −0.78 −0.49 −0.53
CuGaS2

SnGa −1.56 −1.37 Not available

A similar comparison is shown in Table IV for the adiabatic
charge transition levels. Looking first at the results obtained
under identical conditions (in the 128-atom cell using the �

approximation and ε∞ for the charge correction), the adiabatic
levels also are deeper with the optimized functional, although
the difference is smaller than that for the vertical transitions.
In order to evaluate size effects, we also compare to the values
published in Ref. [42]. For this purpose, we have recalculated
our results using ε0 in the charge correction as in Ref. [42] (see
column 4). The differences between the 128-atom �-point and
the 216-atom 2 × 2 × 2 calculations (column 5) are around
0.1 eV.

For comparison to experiment, we have added the differ-
ence between columns 5 and 4 to the results of the optimized
hybrid functional in column 2 of Table Table IV, resulting in
an activation energy of 0.35 eV for the acceptorlike (electron
trap) CuGa (0/−1), and 0.38 eV for the donorlike (hole trap)
GaCu (+/0) in CuGaSe2. Experimentally, a number of electron
and hole traps are observed in the energy range of 0.10–0.68
and 0.13–0.80 eV, respectively [101–103]. Specifically, in
copper-rich material, two acceptorlike traps have been found
with activation energies between 0.186–0.240 and 0.375–
0.390 eV [104]. CuGa is a low formation-energy defect in
copper-rich material [42], and our (size-corrected) result for
the activation energy 0.35 eV seems to be quite close to
that of the deeper trap. In contrast to the copper-rich case
where the free-carrier density is about 1017 cm−3, gallium-rich
samples show carrier densities around 1012 cm−3 (unless
sodium contamination is present) [104]. This means that the
unintentional p-type doping is strongly passivated and the
Fermi level is pinned at 0.381 eV above the VB [104]. Now
in gallium-rich samples the donorlike GaCu is expected to be
dominant [42]. Its (size-corrected) (+/0) transition level is at
1.76–0.38 = 1.38 eV above the VBM (where Eg = 1.76 eV),
therefore, it can passivate the unintentional acceptors, pinning
the Fermi level below midgap. We may assume VCu vacancies
to be the majority acceptors in copper-poor samples. Solving

Eqs. (1) and (2) using the data of Ref. [42] and considering
only single ionization of both VCu and GaCu, we estimate the
Fermi level to be pinned at about 0.5 eV above the VBM,
which compares favorably with the experimental 0.4 eV.

III. RESULTS

As mentioned in the Introduction, the idea of a deep level
impurity intermediate band in bulk solar cell materials has not
so far fulfilled the expectations for an efficiency increase. To
shed light on possible reasons, we now apply the optimized
HSE functional to study the SnGa impurity in CuGaS2 as a
typical example.

The Sn atoms on Ga sites introduce one extra electron
each, which are expected to be in a half-filled defect band in
the gap for high-SnGa concentration. In fact, a spin-polarized
calculation results in an occupied and an empty gap level
with quite different energies upon introduction of a single
Sn0

Ga dopant into the 128-atom supercell (see Table V). This
corresponds to a concentration of ∼4 × 1020 cm−3, so, based
on the 1.25-eV difference (at �), the formation of a full band
and of an empty band is expected without overlap even for
higher concentrations. (Note, that the even-electron systems
Sn+

Ga and Sn−
Ga have a closed-shell electron configuration with

the two holes or the two electrons, respectively, having the
same energy.) We would like to point out that the level positions
shown in Table V correspond to the vertical charge transition
levels due to the fulfillment of the gKT. Therefore, the values
given for the neutral charge states indicate the possibility for
a VB-to-defect transition of (2.61–0.31) = 2.30 eV (where
Eg = 2.61 eV) and a defect-to-CB transition of 1.56 eV. Such
transitions could, indeed, increase the efficiency of utilizing
sunlight.

With an occupied state and an empty state in the gap, both
the positive and the negative charge states of SnGa can be
stable. We have calculated the (0/−) and the (+/0) adiabatic
charge transition levels. The results show (see Table VI) that

TABLE IV. Adiabatic charge transition levels (in eV), calculated with the optimized hybrid and with the one fitted to the band gap only in
Ref. [42]. (Acceptor/donor levels are referenced to the VBM/CBM.)

HSE(0.26,0.08) HSE(0.25,0.13) HSE(0.25,0.13) HSE(0.25,0.13)
128 atoms, � approximation 128 atoms, � approximation 128 atoms, � approximation 216 atoms, 2 × 2 × 2

CuGaSe2 correction with ε∞ correction. with ε∞ correction with ε0 Ref. [42]

CuGa (0/−) +0.47 +0.37 +0.32 +0.20
GaCu (+/0) −0.48 −0.44 −0.45 −0.35
CuGaS2

SnGa (+/0) −1.09 −1.02 −0.98 Not available
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TABLE V. Single-particle defect levels (at the � point) introduced
by SnGa and CuGa into CuGaS2 in the spin channels α and β with
respect to the band edges (in eV). N.B.: These values correspond to
vertical charge transition levels due to the fulfillment of the gKT. For
more explanations, see the text.

CuGaS2 Charge state εα Occupancy εβ Occupancy

+ EC − 0.71 0 EC − 0.71 0
SnGa 0 EC − 1.56 1 EC − 0.31 0

− EC − 1.18 1 EC − 1.18 1
0 EV + 0.78 0 EV + 0.78 0

CuGa − Resonance 1 EV + 1.50 0
2− Resonance 1 Resonance 1

Sn0
Ga is stable with the Fermi-level positions between 0.74

and 1.09 eV below the CBM, but the charged states also
have a substantial stability range. This means that Sn0

Ga is
an amphoteric trap, capable of capturing both free holes from
the valence band and free electrons from the conduction band.
Therefore, it is expected that the excited electron-hole pairs
will recombine quickly at this defect. We cannot calculate the
nonradiative recombination rates here, but we can estimate
the relative likelihood of the radiation-induced electronic
transition Sn0

Ga → CB and the radiative recombination CB →
Sn0

Ga, based on calculated dielectric functions.
To do that, we assume that the probability of the CB →

Sn0
Ga transition is the same as that of the reverse transition

Sn−
Ga → CB. Similarly, we can estimate the relative likeli-

hood of the VB → Sn0
Ga and Sn0

Ga → VB optical transitions
assuming the probability of the latter to be equal with
the reverse transition VB → Sn+

Ga. The imaginary part of
the calculated dielectric function depends on the transition
probabilities, so for Sn0

Ga, Sn−
Ga, and Sn+

Ga, it is shown in Fig. 3
in the sub-band-gap region of CuGaS2. The peaks around
EV + 2.3 eV correspond to transitions between the VB and the
defect, whereas those around 1.6 eV correspond to transitions
between the defect and the CB. The integrated areas below
the peaks have an approximate 2:1 ratio between Sn−

Ga → CB
and Sn0

Ga → CB on one hand and between VB → Sn+
Ga and

VB → Sn0
Ga on the other hand. Considering the number of

available electrons and holes, respectively, this means that the
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TABLE VI. Adiabatic charge transitional levels of SnGa and CuGa

in CuGaS2. All in eV.

CuGaS2 Adiabatic charge transition

SnGa (+/0) EC − 1.09
(0/−) EC − 0.74

CuGa (0/−) EV + 0.54
(−/2−) EV + 1.46

transition probabilities are just about equal. In other words, the
likelihood of optical excitation and radiative recombination is
equal, which indicates a short lifetime of the excited carriers.
This means that, even in case of substantial absorption at the
desired wavelengths, the actual current still remains low.

When considering the effect of a dopant, passivation
mechanisms by intrinsic defects should be taken into account
[105,106]. The incorporation of Sn onto a Ga site requires
gallium-poor conditions where SnGa has to compete with CuGa

antisites, which are low formation-energy acceptors [107], so
we consider CuGa as the defect that may passivate the SnGa

donor. As shown in Table V, CuGa has an empty level 0.78 eV
above the VBM, i.e., it is a deep double acceptor which can act
as an electron trap. (We note that, upon accepting electrons,
the occupied states shift down into the VB, whereas relatively
delocalized states appear close but above the VB edge. We
believe these to be an artifact of the much too small supercell,
whereas the defect-related occupied states are resonant with
the VB.)

Table VI shows the adiabatic charge transition levels of
the CuGa acceptor. The formation energies of SnGa and CuGa

in CuGaS2, calculated according to Eq. (1), are plotted as a
function of the Fermi energy in Fig. 4. In a p-type sample
(Fermi level in the lower half of the gap), SnGa is energetically
preferred above CuGa and is charged positively. An increasing
concentration of the SnGa donor would shift the Fermi level
up but, as a consequence, CuGa becomes negatively charged,
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TABLE VII. Formation energy (in eV) of charged defects, re-
ferred to the valence-band maximum, assuming the metallic chemical
potentials of Sn, Cu, and Ga to be that of the metallic states.

Defect q E
i,q

form + qEF

+ 0.69
SnGa 0 2.20

− 4.07
0 2.83

CuGa − 3.36
2− 4.82

and its formation energy starts to diminish. This means that
increasing the SnGa concentration leads to an increase in the
CuGa concentration as well. The reason is that CuGa becomes
negatively ionized at the expense of the SnGa donors, so they
become mutually passivated. Energy is gained by transferring
electrons from SnGa to CuGa until the formation-energy curves
cross. The self-consistent solution of the charge neutrality
equations, Eqs. (1) and (2), with the calculated formation
energy values shown in Table VII, results in a Fermi level
pinned at 1.4 eV above the VBM, close to the crossing point
of the two curves in Fig. 4. At this Fermi-level position
CuGa is in the negative charge state (singly and doubly in
about equal concentrations), whereas SnGa is dominantly in
the positive charge state. In other words, SnGa donors induce
the spontaneous formation of CuGa acceptors, which fully
passivate them.

In this circumstance, as can be seen in Table V, Sn+
Ga and

Cu−,2−
Ga introduce empty levels deep in the gap at 2.61–0.71 =

1.90 eV and at 1.50 eV above the VBM, respectively (Eg =
2.61 eV) but occupied levels only very near to the VB at most.
These levels make VB-to-defect excitations possible but not
the defect-to-CB excitations. Such an effect could also explain
the observation of Ref. [33] in CuInS2:SnIn. For CuGaS2:SnGa

the level positions mean that only red light can additionally
be utilized due to the doping but not green light as expected
without passivation. Accordingly, the efficiency increase is
smaller than expected.

IV. SUMMARY

We have investigated the SnGa defect in CuGaS2, which
has been proposed to form a half-filled intermediate band in
the gap, allowing for the utilization of red and green light
in solar cells. We have used an optimized HSE(α,μ)-type
hybrid functional which reproduces the low-temperature band

gaps of CuGaS2 and CuGaSe2 and fulfills the generalized
Koopmans’ theorem with α = 0.26 and μ = 0.08. Such
hybrids can successfully mimic the exact DFT functional if
the screening in the material is not direction/orbital dependent,
which is the case here. Indeed, the optimized functional
reproduces the observed PL related to the GaCu antisite in
CuGaSe2 quite accurately and predicts the charge transition
level of the CuGa acceptor very close to that of a well-known
acceptorlike trap observed in copper-rich material. Applying
this hybrid functional in CuGaS2, we have found that SnGa is
an amphoteric trap. We show that the radiative recombination
has the same likelihood as that of the radiation-induced
excitation, which limits the carrier lifetime, i.e., the achievable
current. In addition, we have found that SnGa doping leads
to the spontaneous formation of CuGa acceptors, and the
two defects passivate each other, pinning the Fermi level at
EV + 1.4 eV. The ionized Sn+

Ga and Cu−,2−
Ga defects make

VB-to-defect transitions possible upon excitation by red light
but no defect-to-CB excitation utilizing the yellow-green part
of the spectrum as expected.

Beyond the specific problem of SnGa in CuGaS2, investi-
gated here, the effect of self-induced passivation appears to
be relevant in all systems with multiple cations or anions.
For example, in a C1C2A2 compound, substitution of cation
C2 by a donor D requires C2-poor conditions. However,
in that case, C1 and D will compete for the C2 sites. If
the valence of C1 is less than that of C2, the resulting
anitisite C1C2 will be an acceptor, and the energy, gained by
transferring electrons from the donors to the acceptors, will
favor simultaneous incorporation of the two, i.e., passivation
of the donor. Therefore, we believe that our findings are
generally relevant for IB dopants in CIGS material and,
from the perspective of defect physics, enable to explain
some of the experimental problems seen so far, such as
insignificant absorption enhancement, no photocurrent, and
efficiency enhancement. More defect physics studies should
be performed to have a better estimation of the performance
of such kinds of IB solar cells.

ACKNOWLEDGMENTS

We thank S. Siebentritt for useful discussions. This work
has been supported by the special Funds for Major State Basic
Research Project of China Project No. (973) under Grant No.
2012CB933702 and the NSFC under Grants No. 11204310 and
No. 11534012. M.H. was supported by the China Scholarship
Council. Support of the Supercomputer Center of Northern
Germany (HLRN Grant No. hbc00017) is acknowledged.

[1] A. Luque and A. Martí, Phys. Rev. Lett. 78, 5014 (1997).
[2] A. Luque, A. Martí, and C. Stanley, Nat. Photonics 6, 146152

(2012).
[3] B. Marsen, S. Klemz, T. Unold, and H.-W. Schock, Prog.

Photovoltaics 20, 625 (2012).
[4] A. Martí, D. F. Marrón, and A. Luque, J. Appl. Phys. 103,

073706 (2008).
[5] W. Shockley and H. J. Queisser, J. Appl. Phys. 32, 510 (1961).

[6] A. Martí, E. Antoltín, C. R. Stanley, C. D. Farmer, N. López, P.
Díaz, P. G. Linares, and A. Luque, Phys. Rev. Lett. 97, 247701
(2006).

[7] C. G. Bailey, D. V. Forbes, R. P. Raffaelle, and S. M. Hubbard,
Appl. Phys. Lett. 98, 163105 (2011).

[8] S. Dhomkar, U. Manna, L. Peng, R. Moug, I. C. Noyan, M. C.
Tamargo, and I. L. Kuskovsky, Sol. Energy Mater. Sol. Cells
117, 604–609 (2013).

165204-7

https://doi.org/10.1103/PhysRevLett.78.5014
https://doi.org/10.1103/PhysRevLett.78.5014
https://doi.org/10.1103/PhysRevLett.78.5014
https://doi.org/10.1103/PhysRevLett.78.5014
https://doi.org/10.1038/nphoton.2012.1
https://doi.org/10.1038/nphoton.2012.1
https://doi.org/10.1038/nphoton.2012.1
https://doi.org/10.1038/nphoton.2012.1
https://doi.org/10.1002/pip.1197
https://doi.org/10.1002/pip.1197
https://doi.org/10.1002/pip.1197
https://doi.org/10.1002/pip.1197
https://doi.org/10.1063/1.2901213
https://doi.org/10.1063/1.2901213
https://doi.org/10.1063/1.2901213
https://doi.org/10.1063/1.2901213
https://doi.org/10.1063/1.1736034
https://doi.org/10.1063/1.1736034
https://doi.org/10.1063/1.1736034
https://doi.org/10.1063/1.1736034
https://doi.org/10.1103/PhysRevLett.97.247701
https://doi.org/10.1103/PhysRevLett.97.247701
https://doi.org/10.1103/PhysRevLett.97.247701
https://doi.org/10.1103/PhysRevLett.97.247701
https://doi.org/10.1063/1.3580765
https://doi.org/10.1063/1.3580765
https://doi.org/10.1063/1.3580765
https://doi.org/10.1063/1.3580765
https://doi.org/10.1016/j.solmat.2013.07.037
https://doi.org/10.1016/j.solmat.2013.07.037
https://doi.org/10.1016/j.solmat.2013.07.037
https://doi.org/10.1016/j.solmat.2013.07.037


HAN, ZENG, FRAUENHEIM, AND DEÁK PHYSICAL REVIEW B 96, 165204 (2017)
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