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Effects of spin-orbit interaction in chromium on oxygen K -edge x-ray
magnetic circular dichroism spectra in CrO2
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We calculate the oxygen K-edge x-ray magnetic circular dichroism (XMCD) spectra of CrO2 to investigate the
origin of light-element XMCD. The XMCD spectra evaluated by using a multiple scattering theory are interpreted
in terms of the spin-orbit interaction (SOI) at each atomic site. We find that the SOI at the nearest-neighbor Cr
atoms dominantly contributes to the oxygen K-edge XMCD. Since it has been speculated that XMCD originates
from the spin polarization and the SOI at the x-ray-absorbing atom, the present finding may lead to modification
of the previously speculated mechanism underlying K-edge XMCD. We also perform calculations with a small
CrO2 cluster to examine how the O-p and Cr-d states are hybridized and how oxygen atoms acquire orbital
angular momentum density. Strong K-edge XMCD features reflect the character of the d states of neighboring
magnetic atoms and do not directly connect to the orbital magnetic moments of light-element p states.
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I. INTRODUCTION

X-ray magnetic circular dichroism (XMCD) is a powerful
tool to study the local magnetic structures of atoms owing
to its element and orbital selectivity with regard to x-ray
absorption. The sum rules for L2,3- and M4,5-edge XMCD
separately afford the orbital and effective spin moments for
an x-ray-absorbing atom [1–4]. This formalism has prompted
the application of XMCD to various magnetic materials
containing transition metals (TMs) and/or rare-earth elements
to probe the local moments of d and f electrons. On the
other hand, the sum rule for K-edge XMCD can be used to
detect p-orbital moments; however, it has hardly been applied
to practical cases because the number of valence p holes
cannot be clearly estimated from the x-ray absorption spectra
(XAS) [5,6]. Historically, K-edge XMCD spectra for pure
TMs were the focus of theoretical XMCD studies because
of their simple electronic and geometric structures [5–12].
Practically, K-edge XMCD measurements of TM compounds
afford several advantages since hard x-ray experiments allow
us to investigate magnetic properties in atmospheric and high-
pressure conditions, although the orbital selectivity may play
no important role in these cases [13,14]. The K-edge XMCD
spectra of light elements, wherein their p orbitals essentially
contribute to the physical properties, can elucidate magnetic
structures mediated by light elements. The oxygen K-edge
XMCD of La1−xSrxMnO3+δ has been utilized to clarify the
mechanism of the metal insulator transition mediated by
oxygen atoms [15]. Further, the oxygen K-edge XMCD of
CrO2 has been used to explicitly demonstrate the hybridization
of Cr 3d and O 2p states and the delocalized properties of the
hybridized states [16,17]. In addition, the nitrogen K-edge
XMCD of ferromagnetic GdN has yielded information on
magnetically polarized unoccupied 2p states; GdN exhibits
giant magnetic resistance and a phase transition from metal
(low temperature) to insulator (high temperature) at its Curie
temperature [18,19]. For graphene on Ni(111), which was
theoretically predicted as a spin filter [20], the carbon K-edge
XMCD demonstrated a strong signal at the π∗ peak, which
may be related to spin polarization on carbon [21,22]. Thus
the investigation of local magnetization in light elements by

XMCD has played an important role in understanding various
physical properties in terms of the hybridizations between light
elements and magnetic atoms.

The origin of XMCD is different between the L2,3 and K

edges. In essence, XMCD arises from the spin-orbit interaction
(SOI), which connects the spin and angular momenta between
the core electron and incident circularly polarized x rays. For
the L2,3 edge with delocalized unoccupied d states, the core 2p

states have orbital angular momenta and strong SOI due to their
large binding energies, thus leading to the splitting of the 2p

states into the 2p1/2 and 2p3/2 levels. The large core SOI yields
substantial L2,3-edge XMCD corresponding to several tens of
percent of the x-ray absorption intensity. The orbital magnetic
moment, which appears through the SOI in the valence bands,
is not essential to provide large XMCD, although it contributes
to the deviation of the L3/L2 ratio from −1. On the other
hand, the core s states exhibit no SOI because of the absence
of the orbital angular momentum. The SOI on unoccupied p

states at the absorbing atom is essentially important to yield
the K-edge XMCD intensity. This means that the unoccupied
p states, to which the core electron is excited, should have
orbital polarization. However, the SOI at light elements is
generally fairly weak because of the weak gradient of Coulomb
potentials when compared with that of heavier elements. In
addition, light elements are usually nonmagnetic, and their
spin and orbital polarizations could be very small. In spite of
the small spin and orbital polarizations, the observed K-edge
XMCD of light elements was found to be around 100 times
larger than that of pure TMs [5,6,16]. In the context of the
sum rule analysis for L2,3-edge XMCD, the SOI at the x-ray-
absorbing atom can be attributed to strong XMCD signals.
Thus there is an apparent contradiction between the small SOI
and the observed strong XMCD signals.

Theoretical studies on K-edge x-ray absorption spec-
troscopy (XAS) have been performed using real-space mul-
tiple scattering (MS) theories [23,24], which correspond to
the Fourier transformation of the Korringa-Kohn-Rostoker
(KKR) method [25]. In this regard, Ebert et al. developed
the full relativistic KKR method [8], while Brouder et al.
exploited the MS K-edge XMCD theory for powder samples
[9]. Further, Fujikawa et al. developed the MS theory with
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arbitrary incident x-ray directions [10,11]. Recently, Koide has
studied the SOI effects at the surrounding atoms by modifying
the MS theory [12]. Igarashi and Hirai have studied the effects
of 4p and 3d SOI on pure TM K-edge XMCD spectra using
the tight-binding approach [5,6]. They found that the 3d SOI
dominantly contributes to the K-edge XMCD spectra and that
p−d hybridization is important to generate the density of the
4p orbital angular momentum. However, it is ambiguous as
to which SOI in the x-ray-absorbing or neighboring atoms is
crucial. For light-element XMCD, the situation is in principle
fairly clear, but there has been no report on this topic to the best
of our knowledge. From the viewpoint of first-principles cal-
culations, light-element XMCD is a challenging topic because
of the importance of electron correlation. Solids composed
of purely s and p electrons, which are weakly correlated,
rarely show ferromagnetism. Light-element compounds with
magnetic atoms are often classified with strongly correlated
systems such as NiO, CoO, Fe3O4, and CrO2, and simple
reference magnetic systems composed of light elements are
hardly observed. Nevertheless, the XAS of light elements
has been often compared with the local densities of states
(LDOS) with p symmetry of the absorbing atom in the ground
electronic states [17,19,26,27]. The agreement between the
two data sets has been found to be satisfactory, and this has
allowed researchers to discuss the relationship between the
crystal structure and observed XAS features [26,27].

As a reference of the ferromagnetic light-element com-
pounds, we focus on CrO2 to investigate light-element XMCD.
CrO2 has been known as a half metallic ferromagnet, where
a majority (minority) spin act as metallic (semiconductor or
insulator); in other words, a perfect spin-polarized current is
constructed by majority spin electrons. CrO2 has attracted
attention as a promising candidate for spintronic devices
which utilize electronic charge and spin degrees of freedom.
The mechanism of the half metallicity in CrO2 has been
roughly understood by the double exchange scheme, where
localized and delocalized d electrons on Cr4+ have exchange
interaction with each other [28,29]. Another mechanism has
been proposed that the majority and minority band structures
in CrO2 take similar structures in TiO2 and RuO2, respectively,
to minimize the total electronic energy of CrO2 [30]. The half
metallic property was experimentally proved by the point con-
tact Andreev reflection measurement [31] and bulk-sensitive
x-ray photoemission spectroscopy [32,33]. Theoretical studies
also predicted the half metallicity of CrO2 [27–30,34–36].
Combining the electron correlation parameter U with the local-
density approximation (LDA), the spin magnetic moment on
a Cr ion was correctly calculated [37,38]. In more detailed
discussion, however, the electron correlation in CrO2 is
controversial: no need of the parameter U was indicated by the
Kerr effect measurements [35,39], while the dynamical mean
field theory, which is one of the state-of-art approximations
beyond using the Hubbard U, has not triumphed over the
LDA+U for the magnetism of CrO2 [32,36,40]. Nevertheless,
when we avoid a much detailed problem, because of the
itinerant electronic property, the electron correlation in CrO2

may be moderate compared with a more localized electronic
system such as NiO. Indeed, calculations based on density
functional theory (DFT) without U also show half metal-
lic band structures of CrO2 [27,34,35]. The mild electron

correlation therefore could allow us to use one-electron
approaches [17,19,26,27]. This is why we choose the oxygen
K edge (1s → np) of CrO2 to demonstrate the mechanism of
K-edge XMCD.

In the present paper, we introduce the MS theory including
the SOI in surrounding atoms for the calculations of XMCD
spectra. Using the MS theory, we find that the SOI at the
absorbing O atom has negligible contribution, whereas the
one at the nearest Cr atoms is dominant to the XMCD spectra
of CrO2. Comparing the x-ray absorption and XMCD spectra
with O-p local density of states (LDOS) and orbital angular
momentum density, respectively, shows the importance of
hybridization between O-p and Cr-d states. We also analyze
the case of a diatomic CrO system to understand the origin
of K-edge XMCD more clearly. A modified mechanism of
K-edge XMCD is proposed, emphasizing the difference from
the case of L2,3 edge.

II. THEORY

In the previous work [12], we briefly reviewed the MS
theory including the SOI in the surrounding atoms for XMCD.
Here, we discuss the MS theory in further detail. The
absorption intensity I (ω,mp) for incident photon energy ω

with the helicity (mp = ±1) of circularly polarized x rays can
be expressed as [11]

I (ω,mp) = −2 Im〈c|H †
ep(mp)gD(ε)Hep(mp)|c〉 (1)

= T11(ω,mp) + T12(ω,mp)

+ T21(ω,mp) + U11(ω,mp) + · · · , (2)

ε = ω + εcore − E0. (3)

Here, gD(ε) represents the one-electron Dirac Green’s function
with photoelectron energy ε measured from E0. The threshold
energy E0 is not necessarily consistent with the vacuum level.
One may choose the average of the Coulomb potentials at
atomic site boundaries as E0. The electron-photon interaction
Hep(mp) with photon helicity mp operates the ket of the
4-spinor core orbital |c〉, which is composed by two 2-spinors
|ϕc〉 and |χc〉. The one of the 2-spinors |ϕc〉 corresponds to
the nonrelativistic limit of a solution of Dirac equation with a
central force potential. When relativistic effects become larger,
|χc〉 has more contribution to the solution. The correlated non-
relativistic Green’s function g(ε) can expand gD(ε) [9,11,41],
and the expansion yields T11, T12, T21, and U11. The Green’s
function is expressed as

g(ε) = 1

ε − H + iη
(η → +0), (4)

H = T + V − E0, (5)

V − E0 ∼
∑

α

vα − iΓ. (6)

The effective total potential V − E0 for an excited electron
can be separated into each atomic-site contribution v and
the imaginary part describing the photoelectron damping
by inelastic scatterings. The expanded term of I (ω,mp)
corresponding to the nonrelativistic limit is denoted by T11,
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written as

T11(ω,mp) = −2 Im〈ϕc|�∗
mp

g(ε)�mp
|ϕc〉. (7)

The 2-spinor |ϕc〉 is influenced by the electron-photon in-
teraction operator �mp

in the 2-spinor form. In the dipole
approximation, the operator is written by �mp

∼ rY1mp
in the

length representation. Although the term T11 corresponds to
the strongest intensity among the four terms for XAS, it does
not contribute to the K-edge XMCD intensity because the
1s1/2 core state has no SOI. The intensities T12 and T21 reflect
the relativistic effects only on the absorbing atom. Their details
are shown in Ref. [11]. The most important term as regards
XMCD in the expanded terms in U11 includes SOI δV for the
photoelectron state:

U11(ω,mp) = −2 Im〈ϕc|�∗
mp

g(ε)δVg(ε)�mp
|ϕc〉. (8)

The total SOI δV can be separated into the SOIs at each site
δv, similar to the total potential V :

δV =
∑

α

δvα, (9)

δv = ξσ · L, (10)

ξ = 1

4c2

1

r

dv

dr
, (11)

where L is the angular momentum operator and σ the Pauli
matrix. This allows us to derive a MS expansion for U11.

The damping free propagator g0 with damping factor Γ and
site T-matrix t are introduced as

g0 = 1

ε − T + iΓ
, (12)

tα = vα + vαg0tα. (13)

The site T -matrix tα fully describes photoelectron scattering
in the α site without the SOI. In addition, propagator gα , fully
including the site potential vα , is written as

gα = g0 + g0tαg0 = 1

ε − T − vα + iΓ
. (14)

Thus, with the use of the above formulas, the MS expansion
of g(ε) can be expressed as

g = gA +
∑

α(�=A)

gAtαgA

+
∑

β(�=α,A)

∑
α(�=A)

gAtβg0tαgA + · · · (15)

≡ gA + gsc
AA (16)

= gBvBgA + gA +
∑

α(�=A,B)

gBtαgA

+
∑

β(�=α,B)

∑
α(�=A)

gBtβg0tαgA + · · · (17)

≡ gBA + gsc
BA (A �= B), (18)

where sites A and B represent the x-ray-absorbing and
photoelectron-scattering atomic sites, respectively.

Using the MS expansion, we classify U11 into atomic and
scattering SOI terms as UA

11 and Usc
11 , respectively:

U11 = UA
11 + Usc

11 , (19)

UA
11 = − 2 Im〈ϕc|�∗(gAδvAgA

+ gsc
AAδvAgA + gAδvAgsc

AA

)
�|ϕc〉, (20)

Usc
11 = − 2 Im

∑
B(�=A)

〈ϕc|�∗(gABδvBgBA

+ gsc
ABδvBgBA + gBAδvBgsc

BA

)
�|ϕc〉

− 2 Im
∑

α

〈ϕc|�∗gsc
Aαδvαgsc

αA�|ϕc〉. (21)

It should be noted that the last term in Usc
11 includes the SOI at

A in a photoelectron MS process. Intensity U11,A includes the
SOI at site A in nonscattering processes. The photoelectron is
influenced by δvA when it initially moves out from or finally
returns to site A. In combination with T12 and T21, the XMCD
intensity �IA without the SOI scattering can be defined as

�IA =[
T12 + T21 + UA

11

]
mp=+1 − [

T12 + T21 + UA
11

]
mp=−1.

(22)

This contribution has been numerically studied by Fujikawa
[10,11].

In summary, the total XAS and XMCD intensity I and �I

are obtained as

I = T11(+) + T11(−), (23)

�I = �IA + �Isc, (24)

�Isc = Usc
11(+) − Usc

11(−). (25)

A more explicit form of Usc
11 is derived in the Appendix.

By using one-electron Green’s functions without the damp-
ing factor, we can also obtain the one-electron density of states:

D(ε) =
∑

i

Di(ε) =
∑

i

∫
�i

driD(ri ; ε), (26)

D(r; ε) = − 1

π
Im〈r|gD(ε)|r〉

∼ D11 + D12 + D21 + D′
11 ∼ D11 + D′

11. (27)

In our MS calculation, region �i represents the atomic sphere
at site i. We assume that the contribution of the interstitial
region and overlap between atomic spheres are small. The
energy-dependent charge density D can be expanded in the
same way as the x-ray absorption intensity I in Eqs. (1) and (2).
For the relativistic correction, we only take D′

11 into account to
include the SOI effect. Since the expressions of D11 and D′

11
resemble those of T11 and U11, respectively, further derivation
of D can proceed in a similar manner.

III. METHOD

The effective self-consistent single-particle potentials for
MS calculations were obtained in the LDA using the linear-
muffin-tin-orbital (LMTO) method [42]. In our study, we
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FIG. 1. Calculated angular-dependent oxygen K-edge (a) XAS
and (b) XMCD spectra of CrO2. Incident x-ray directions along
the crystal a and c axes of CrO2 are denoted by (a) and (c). For
comparison, experimental spectra are also shown [16].

used space-filled (and partially overlapping) atomic spheres.
In these self-consistent calculations, SOI was not taken
into account. Although the densities of states and magnetic
moments are influenced by the Hubbard U parameter of
3.0 eV within the LDA + U scheme, the value of which is
widely adopted for CrO2 [29,34,37,38], the charge density
and effective potentials do not vary significantly. The XAS
and XMCD were calculated using a spherical cluster of
359 atomic sites including 196 empty spheres. The cluster
has the rutile structure of CrO2 with the cell parameters of
a = b = 4.421 Å and c = 2.916 Å determined experimentally
[43]. The calculated XAS and XMCD were convoluted by
Gaussian functions with half widths at half maximum of 0.5 eV
in order to simulate finite natural widths and experimental
resolution. In our MS calculation, the photoelectron damping
factor was not employed, thereby resulting in not complex but
real photoelectron energies, to interpret XAS and XMCD by
LDOS and the density of orbital angular momenta. We did not
observe any singularity in the calculations arising from the use
of the real energies, as discussed in Ref. [9]. The calculated
angle-resolved spectra were obtained with the incident x-ray
directions lying perfectly along the a and c axes of CrO2.

IV. RESULTS AND DISCUSSION

Figures 1(a) and 1(b) show calculated angle-resolved oxy-
gen K-edge XAS and XMCD spectra of CrO2, respectively;
the experimental spectra are also shown for comparison

[16]. The calculated XAS for the c-axis-incident x rays was
normalized with the first peak intensity to fit the experimental
spectrum. This normalization constant was applied to the other
calculated XAS and XMCD spectra. In Fig. 1(a), the calculated
angular dependence at ∼529 and 532 eV agrees well with the
experimental one. The calculated peak at 530.5 eV in XAS
may correspond to the experimental peak at 531.5 eV. This
deviation between experiment and calculation may arise due
to the absence of the U correction in our MS calculations.
The calculated spin-dependent LDOS of CrO2 with various U
parameters showed that the unoccupied minor spin LDOS is
shifted up from the Fermi level (EF ), which may improve
the correspondence of O-p LDOS to the oxygen K-edge
XAS [27,34]. In addition, our calculations do not include
energy-dependent broadening originating from the imaginary
part of the self-energy, which describes the photoelectron
inelastic mean free path. The smaller calculated intensity may
be improved by such energy-dependent broadening effects.
Here, we note that this small intensity has also been observed
in the calculated XAS based on the full-potential LMTO
(FPLMTO) method [17]. In Fig. 1(b), the calculated XMCD
peak at 529 eV and its angular dependence show good
agreement with the corresponding experimental values. The
discrepancy in the higher-energy side may also be caused by
the absence of the U correction. The larger XMCD signals
at 530.5 and 532.8 eV in the calculated spectra exhibit the
same trend as the FPLMTO result [17]. The full-potential MS
theory [44,45] may work to improve our calculated results; at
present, however, the spin-dependent XMCD calculations have
not been implemented in the code. Although there might be
other important factors to describe better electronic structures,
we avoid detailed discussion because the most plausible way
has not yet been settled [32,36,40].

To study the origin of the oxygen K-edge XMCD intensity,
we separate the intensity contributions to the XMCD spectra
in terms of each site SOI. These results are shown in Figs. 2(a)
and 2(b). Obviously, the contributions of the SOI at the
x-ray-absorbing atom (�IA) are significantly smaller than
those of the experimental spectra. The phases of the oscillation
in �IA are also different from the experimental one. This
result indicates the limitation of the MS calculations only
including the SOI at the x-ray-absorbing site for XMCD, and it
is consistent with the physical intuition that light elements have
negligibly small SOI. On the other hand, the sum of the first
nearest-neighbor Cr contributions (�Isc for Cr(1)) is almost
equivalent to the spectra in total (�I ). Therefore, we conclude
that the origin of strong oxygen K-edge XMCD in CrO2 is the
SOI at the Cr atoms neighboring to the x-ray-absorbing oxygen
atom. The small difference between �I and �Isc for Cr(1) is
attributed to the contributions from the other �Isc. Here, we
note that the decomposition of XMCD by the site SOI may be
easier than that by scattering paths, whose number is obviously
greater than the number of sites. Moreover, the path expansion
for effective potential (or site T matrix) within a finite MS
scheme, instead of infinite scattering calculation, does not
always converge in the energy region of XMCD [46]. In our
calculation, we adopt the infinite scattering scheme for the
effective potential, as expressed in Eq. (A13). Therefore, the
site-resolved scheme using the SOI is more useful to interpret
the XMCD spectra.
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FIG. 2. Calculated oxygen K-edge XMCD spectra with incident
x rays parallel to the (a) a and (b) c axes of CrO2. Each term is
represented in Eq. (24). The experimental spectra and �I are also
indicated, similar to those in Fig. 1(b). The contribution from the first
nearest-neighbor Cr atoms (Cr(1)) shows the sum of the contributions
from three nearest-neighbor Cr(1) atoms around the x-ray-absorbing
oxygen atom.

Figure 3(a) shows the oxygen K-edge XAS and O-p LDOS
obtained by summing the components of m = +1 and −1.
The XAS agrees well with the total LDOS. Therefore, we can
conclude that LDOS is useful and widely applicable for the
interpretation of XAS when the single-particle description is
valid [26,27]. The peaks at about 1 and 4 eV (2 and 5 eV)
are attributed to the up (down) spin component of the O-p
LDOS. Figure 3(b) shows calculated spin-resolved LDOSs of
O-p, Cr-p, and Cr-d for CrO2. Hereafter we define up (down)
spin as majority (minority) spin. The half-metallic electronic
structure is successfully obtained. One can see hybridization
of O-p states with Cr-d, but not Cr-p which is negligible.
Since the crystal structure of CrO2 is that of rutile with a Cr
ion in a distorted octahedron with nearest neighbor O ions, the
Cr-d LDOS structure and its hybridized components have been
interpreted by t2g and eg bands as in the literature [27,28,30].
In our calculated XAS in Fig. 3(a), the first (second) pair of
a peak and a shoulder corresponds to the t2g (eg) component.
As mentioned in the discussion about Fig. 1(a), the Hubbard
U may push up the down-spin band. Therefore, the first and
second structures in the experimental XAS may be assigned
by majority spin t2g and the others, respectively [27]. It is
noted that, in the dipole approximation and the one-particle
picture, the K-edge x-ray absorption may correspond to the
optical transition from the core 1s to the unoccupied p states

FIG. 3. (a) Calculated O-p LDOS for CrO2 compared with the
XAS denoted by the calc. (c) in Fig. 1(a). For the O-p LDOS,
spin-dependent components are shown. (b) Calculated spin-resolved
LDOSs of O-p, Cr-p, and Cr-d . The negative value shows the
density for minority (down) spin. The Cr-p LDOS is negligibly small
compared with other components.

at the origin of the absorbing atom because of the extremely
localized 1s wave function. In addition, for example, when the
Cr-d wave function is reexpanded at a different origin such as
at an oxygen site, it has p components at the new origin. This
is why the O-p LDOS and the hybridization with the Cr-d
state are important.

Figure 4(a) shows the LDOS difference (total) between the
O-p (m = ±1) orbitals, together with the XMCD of the calc.
(c) in Fig. 1(b). The LDOS differences of the O-p (m = ±1)
orbitals with respect to the LDOSs without the SOI are also
depicted. The XMCD and the total term exhibit the same
energy dependence. This can be expected from Fig. 3(a),
wherein the XAS is consistent with the sum of the LDOS with
m = ±1. Since XAS (XMCD) data are defined by the sum
(difference) of the x-ray absorption with circularly polarized
x rays of positive and negative helicities, XMCD corresponds
to the difference between LDOS with m = ±1. In Fig. 4(a),
the m = ±1 components of the LDOS deviation have the
opposite sign and cancel each other. Since the spin index is
summed up in LDOSs with m = ±1, the perturbed SOI causes
energy shifts of LDOSs with m = ±1 in opposite directions,
away from each other. These shifts eventually lead to the
opposite signs of the LDOS differences. For example, the
difference between a certain Gaussian function and one shifted
by ±� show the opposite sign when � 
 1 as a perturbation.
Moreover, degenerate levels in the magnetic quantum numbers
are split by the SOI, but the total number of the energy levels
is conserved. The cancellation corresponds to the fact that the
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FIG. 4. (a) LDOS difference (total) between the O-p (m = ±1)
orbitals for CrO2. The LDOS differences of the O-p (m = ±1)
orbitals with respect to the LDOSs without the SOI are also depicted.
The XMCD spectrum of the calc. (c) in Fig. 1(b) is shown for
comparison. (b) The total spin-resolved components.

integration of the densities of the orbital angular momenta
vanishes over the entire energy range. Thus the integral in
the range for the unoccupied states is directly connected to
that for the occupied state, which is the orbital magnetic
moment. The sum rule for the orbital magnetic moment makes
use of this relation [1,5,6]. The unoccupied orbital density is
obtained from the integral of the strong XAS peak near the
absorption threshold energy, which may be proportional to
the number of valence holes. This procedure has been widely
applied to L2,3-edge XMCD of TM atoms [3,4]. However,
for K-edge XMCD, it is difficult to separate the valence-hole
contribution from the total XAS because the unoccupied p

states are delocalized and merged with continuum states when
compared with the TM d states [5,6]. In this context, Huang
et al. obtained the O-p orbital magnetic moment from the
oxygen K-edge XMCD of CrO2 by using the sum rule [37].
Although the first XAS peak located at 529.2 eV in Fig. 3(a)
is separated rather well from the subsequent broad structures
in this spectra, the valence-hole contribution extracted should
contain a large uncertainty of the determined orbital magnetic
moments [37].

Figure 4(b) shows the spin-resolved components of the
LDOS differences between the O-p (m = ±1) states for CrO2.
The first positive and negative XMCD peaks are attributed to
the up- and down-spin components. From Figs. 3(b) and 4(b),
the two peaks may be assigned to the t2g states. Therefore, the
hybridization between O-p and Cr-d states has the substantial
contribution to the XMCD. In this calculation, the contribution
of the SOI includes the crystal structural (band) effect by
the infinite MS process, which cannot be separated into each
MS path contribution for effective potential scattering [46].

FIG. 5. Calculated oxygen K-edge XAS and O-p LDOS for
(a) with and (b) without scattering contributions in the diatomic
CrO system. For the LDOS, spin-dependent components are shown.
Moreover, the spin-dependent no-scattering Cr-p and -d LDOSs are
also depicted in Fig. 5(b). Here, we note that XAS below the Fermi
level of CrO2 is indicated hypothetically because of the absence of
multiplication of the Fermi distribution function.

Although the contribution of the SOI almost comes from
the nearest neighbors as shown in Fig. 2, the hybridization
may have farther contribution. The XMCD under only the
hybridization between the absorbing oxygen atom and the
nearest Cr atom may give the crucial origin of the XMCD.
Hence we will restrict the hybridization without the other
calculated conditions changed.

To understand the mechanism of the light-element XMCD
more clearly, we calculated XAS and XMCD using a simple
diatomic CrO molecule comprising x-ray-absorbing oxygen
and nearest-neighbor Cr. The effective site potentials and
EF of CrO2 were adopted for this minimal calculation. This
procedure may suppress only the crystal structure effect but
keep the other calculation conditions. Figure 5(a) shows the
oxygen K-edge XAS and O-p LDOS in the same way as
Fig. 3(a). In Fig. 5(a), the two small peaks near EF of CrO2

are decomposed by the up- and down-spin components. We
also calculated the no-scattering contribution for LDOS, and
the corresponding results are shown in Fig. 5(b). Because
of the self-consistent effective site potentials of CrO2, the
no-scattering terms show their spin dependence, particularly
the Cr-d atomic LDOSs. The small peaks in Fig. 5(a) appear
due to the hybridization between the atomic Cr-d and tails of
the atomic O-p LDOS. The Cr-p states have no importance.
In addition, the atomic Cr-d (O-p) peaks shift to the higher
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FIG. 6. (a) Calculated oxygen K-edge XMCD spectra and the
LDOS difference (total) between the O-p (m = ±1) orbitals for the
diatomic CrO system. The LDOS differences of the O-p (m = ±1)
orbitals with respect to the LDOSs without the spin-orbit interaction
(SOI) are also depicted. (b) The total spin-resolved components.
XMCD below the Fermi level of CrO2 is indicated hypothetically.
Components only including the oxygen SOI are also shown.

(lower)-energy side in the O-p LDOS in Fig. 5(a). This
result can be explained by the perturbation theory: when two
states with a gap are hybridized, the gap size increases. In
the calculation of bulk CrO2, further hybridizations or MS
processes promote the upward shift of the hybridized Cr-d
states, thereby resulting in the half-metallic DOS with the
up (down) spin component across (above) EF of CrO2 with
complicated structures as shown in Figs. 3(a) and 3(b).

Figure 6(a) shows the LDOS differences (total) between
the O-p (m = ±1) orbitals, together with the XMCD for the
diatomic system. The LDOS differences of the O-p (m =
±1) orbitals with respect to the LDOSs without the SOI are
also depicted. The XMCD and the total term exhibit the same
energy dependence. In Fig. 6(a), the m = ±1 components of
the LDOS difference have the opposite sign and cancel each
other, similar to Fig. 4(a) for CrO2. The other findings in
Fig. 4(a) is also seen in Fig. 6(a).

Figure 6(b) shows the spin-resolved LDOS differences
between the O-p (m = ±1) states for the diatomic CrO
system. The peaks in the up and down components near
EF of CrO2 originate from the hybridization with the Cr-d
states or photoelectron scattering by the Cr atom, as shown
in Fig. 5(b). Since the nonscattering component of the Cr-d
LDOS is highly spin polarized, the orbital angular momentum
is induced by its own SOI. Therefore, the Cr-d component
appearing in the O-p LDOS due to hybridization should also
exhibit orbital angular momenta. This explains why O-p states
hybridized with the Cr-d state should have the density of the

orbital angular momenta in spite of the small SOI present
in an oxygen atom. This picture is different from the ones
for L2,3-edge XMCD of TMs, where the SOI is important
only at the core 2p states in the x-ray-absorbing TM atom.
The unoccupied states near EF of CrO2 strongly reflect the
character of the magnetic Cr atoms. Thus the strong XMCD
in Fig. 6(a) originates from the localized Cr-d character or
the sharpness of the Cr-d LDOS. We note that the orbital
magnetic moment does not directly correspond to the intensity
of XMCD but is related to the integral of the XMCD spectrum.
Even though the XMCD signals are strong, a Fano-line-shaped
structure reduces its integral intensity and may provide a
negligibly small orbital moment. When prominent XMCD
features are observed, we can deduce that (i) the valence
orbitals of magnetic atoms are strongly hybridized with those
of the x-ray-absorbing light-element atom and (ii) the valence
orbitals of magnetic atoms contain relatively localized and
substantially spin-polarized d states. The highly spin-polarized
d state deviates the densities of O-p (m = ±1) between the up
and down spin components, and this may yield a clear XMCD
structure. This scheme explains the stronger XMCD observed
in the oxygen K edge of CrO2 than those in the K edge of
pure TMs [5,6].

Thus far, we have demonstrated the agreement of the
calculations between the O-p LDOS and oxygen K-edge
XAS. However, the situations for correlated systems including
CrO2 have been rather complicated. In the above discussion,
we did not consider the core-hole effect. The negligible
core-hole effect in the oxygen K-edge XAS of TM oxides
has been addressed previously [26]. On the other hand, it
has been reported that the core-hole effect should be taken
into consideration in the interpretation of the oxygen K-edge
XAS of α quartz [47]. Recently, Liang et al. demonstrated
that the core-hole effect reduces the peak intensity of the
oxygen K-edge spectra of TiO2 and CrO2, calculated within
the single-particle description [48]. Since the O-p LDOS near
EF participates in the core-hole screening, the XAS intensity
is strongly suppressed. Therefore, the ground state O-p LDOS
without a core hole agrees rather well with the XAS. Liang
et al. also showed that the reduced peak intensity revives upon
many-electron excitations with a core hole [48]. This inter-
pretation based on the many-body delta-self-consistent-field
method agrees with the result of the Bethe-Salpeter-equation
scheme, which describes the electron-hole pair beyond the
one-body approach [49]. Qualitatively, the no-hole one-body
calculations for the oxygen K-edge XAS of TM oxides may
be easily addressed and prove useful.

V. CONCLUSION

We have calculated the contribution of each atomic-site
SOI to the oxygen K-edge XMCD of CrO2 by using the MS
theory. Our calculated results have shown that oxygen K-edge
XMCD of CrO2 dominantly originates from the SOI in the
nearest-neighbor Cr atoms, and not that in the x-ray-absorbing
oxygen atom. Thus far, K-edge XMCD may be understood as
the following description, similar to the L2,3-edge cases: (i) O-
p states are hybridized with Cr-d states; (ii) O-p states become
spin polarized; (iii) O-p states become orbital polarized due
to the polarized spin and its own SOI; (iv) oxygen K-edge
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XMCD is observed. Here, we propose a corrected description
as follows: (i′) Cr-d states are orbital polarized; (ii′) O-p
states are hybridized with Cr-d states; (iii′) O-p states become
spin and orbital polarized; (iv′) the oxygen K-edge XMCD
is observed. The strong features observed in light-element K-
edge XMCD are attributed to large localization, hybridization,
and spin polarization of neighboring magnetic atoms. The
orbital angular momenta can be qualitatively discussed via
the integral of XMCD, and not by the peak intensity. The
combination of XMCD analyses using the SOI at surrounding
atoms with more accurate treatments such as full potential
calculations and including electron-electron correlations and
multielectron excitation processes will form our future work.
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APPENDIX: DERIVATION OF U sc
11

The explicit form of Usc
11 is derived here by using the MS

expansion. For further calculations from the MS expansion,
two-center expansion of the propagators at positions r′ + Rβ

and r + Rα can be used

g0(r′ + Rβ,r + Rα) = 2
∑
L′L

il
′−lG

βα

L′L(k)jl(kr ′)YL′(r̂′)

× jl(kr)Y ∗
L(r̂)(α �= β) (A1)

= −2ik
∑
L

jl(kr<)h(1)
l (kr>)YL(r̂′)Y ∗

L(r̂)(α = β), (A2)

gγ (r′ + Rβ,r + Rα) = 2
∑
L′L

il
′−lG

βα

L′L(k)Rl(kr ′)YL′(r̂′)

× jl(kr)Y ∗
L(r̂)(γ = β) (A3)

= 2
∑
L′L

il
′−lG

βα

L′L(k)jl(kr ′)YL′(r̂′)Rl(kr)Y ∗
L(r̂)(γ = α) (A4)

= −2ik
∑
L

Rl(kr<)R̄l(kr>)YL(r̂′)Y ∗
L(r̂)(γ = α = β), (A5)

where photoelectron wave number k = √
2(ε + iΓ ). Expan-

sion coefficient Gβα

L′L(k) is known as the KKR structural factor,
purely reflecting the local geometries of the systems [45].
In the above expression, we assume that v is spherical. The
inner site vectors r′ and r have their origins at Rβ and Rα

for sites β and α, respectively. The wave functions jl , h
(1)
l ,

Rl , and R̄l with a partial wave l are the spherical Bessel
function, spherical Hankel function of the first kind, and
the regular and irregular solutions of the radial Schrödinger
equation, respectively. Moreover, the site T matrix arising
from a spherical site potential can be represented in the partial
wave expansion, and it is related to phase shift δ as

t(r,r′) =
∑
L

tl(r,r
′)YL(r̂)Y ∗

L(r̂ ′), (A6)

tl(k) ≡ 2
∫

dr dr ′r2r ′2jl(kr)tl(r,r
′)jl(kr ′) (A7)

= −e2iδl − 1

2ik
. (A8)

If we use the MS expansion g = gAA + gsc
AA, the use of

scattering-site terms such as [gA]δvB[gAtBgA] may lead to
numerical problems because δvB and tB cannot be separated
in the integral due to the expression of gA ∼ g0 in Eq. (A2).
Since it is difficult to obtain tl(r,r ′) directly, the separation of
t in an integral and making use of tl(k) are important. In the
MS expansion g = gAB + gsc

AB in Eq. (18), the above example
may correspond to [gB]δvB[gBtαgA], where δv and t do not
belong to the same atomic site. Since this allows separation of
the integration including δv and t , the integral is given as the
phase shift in Eq. (A8).

By using the above expressions, Usc
11 can be separated into

three scattering terms:

Usc
11(mp) = − 2

π
Im

∑
σ

ρ2
σ

(
uGG

mp,σ + uZ′G
mp,σ + uZ′Z′

mp,σ

)
, (A9)

uGG
mp,σ =

∑
B(�=A)

∑
L

ΞGG
BL,σGAB

1mp,LGBA
L,1mp

, (A10)

uZ′G
mp,σ =

∑
B(�=A)

∑
L

ΞZ′G
BL,σ

× (
Z′AB

1mp,LGBA
L,1mp

+ GAB
1mp,LZ′BA

L,1mp

)
, (A11)

uZ′Z′
mp,σ =

∑
α

∑
L

ΞZ′Z′
αL,σZ′Aα

1mp,LZ′αA
L,1mp

, (A12)

where the spin index σ is + (−) for the up (down) spin of
the photoelectron and ρ denotes the dipole radial integral. The
intensity of the photoelectron scattering by δv is denoted by Ξ .
The KKR structural factor GBA

L,1mp
describes direct migration

of photoelectron from site A with angular momentum (1, mp)
to site B with L. Thus the single scattering by the SOI δv is
given by uGG. The MS factor Z′, defined as

Z
′βα

L′,L = [G−1 − t]βα

L′,L − G
βα

L′,L

= [GtG + GtGtG + · · · ]βα

L′,L, (A13)

describes the photoelectron migration with MS by t from
single to infinite MSs. It is to be noted that uZ′G and uZ′Z′

include only the single scattering by δv, although the infinite
MS by t is taken into account. In this regard, previous
calculations for bcc iron have shown that each u term yields
different XMCD spectra, and neither can be neglected [12].
More explicit forms of Ξ are given as

ΞGG
BL,σ = mσ

([
ξσ
B

]jj

l
− 4ik

[
(ξv)σB

]jj

l
− 4k2

[
(vξv)σB

]jj

l

)
,

(A14)

ΞZ′G
BL,σ = mσ

([
ξσ
B

]Rj

l
− 2ik

[
(ξv)σB

]Rj

l

)
, (A15)

ΞZ′Z′
αL,σ = mσ

[
ξσ
α

]RR

l
. (A16)

As the SOI scattering term, only the first term in ΞGG
BL,σ ,

which is the smallest in uGG, was taken into account in
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Ref. [11], while only uZ′Z′
was included in Ref. [9]. These

expressions, therefore, may be more comprehensive than the
previous derivation. The definition and detailed contribution
of the radial integral [· · · ] was studied in Ref. [12]. As a

result, [vξv]jj , [ξv]Rj , and [ξ ]RR have been observed to
dominantly contribute to XMCD, while contributions from
[ξ ]jj , [ξ ]Rj , and [ξv]jj , where ξ and j directly overlap, are
quite small.
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