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Synchrotron x-ray scattering study of charge-density-wave order in HgBa2CuO4+δ
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We present a detailed synchrotron x-ray scattering study of the charge-density-wave (CDW) order in simple
tetragonal HgBa2CuO4+δ (Hg1201). Resonant soft x-ray scattering measurements reveal that short-range order
appears at a temperature that is distinctly lower than the pseudogap temperature and in excellent agreement with a
prior transient reflectivity result. Despite considerable structural differences between Hg1201 and YBa2Cu3O6+δ ,
the CDW correlations exhibit similar doping dependencies, and we demonstrate a universal relationship between
the CDW wave vector and the size of the reconstructed Fermi pocket observed in quantum oscillation experiments.
The CDW correlations in Hg1201 vanish already below optimal doping, once the correlation length is comparable
to the CDW modulation period, and they appear to be limited by the disorder potential from unit cells hosting two
interstitial oxygen atoms. A complementary hard x-ray diffraction measurement, performed on an underdoped
Hg1201 sample in magnetic fields along the crystallographic c axis of up to 16 T, provides information on
the form factor of the CDW order. As expected from the single-CuO2-layer structure of Hg1201, the CDW
correlations vanish at half-integer values of L and appear to be peaked at integer L. We conclude that the atomic
displacements associated with the short-range CDW order are mainly planar, within the CuO2 layers.
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I. INTRODUCTION

The discovery of superconductivity in the lamellar cuprates
three decades ago triggered a tremendous amount of scientific
activity, yet it has been a challenge to understand the strange-
metal (SM) and pseudogap (PG) states from which the
superconducting (SC) state evolves upon cooling (Fig. 1) [1].
The extreme cases of zero and high hole-dopant concentrations
are well understood: the undoped parent compounds are
antiferromagnetic (AF) Mott insulators, whereas the highly
doped materials exhibit the characteristics of a conventional
Fermi-liquid (FL) metal with a large Fermi surface (FS). The
PG phenomenon is associated with myriad ordering tenden-
cies, e.g., intra-unit-cell (q = 0) magnetism that preserves the
translational symmetry of the crystal lattice [2,3] and a sig-
nificant enhancement of dynamic, short-range AF correlations
[4,5]. Evidence for charge order (in the form of charge-spin
“stripes”) was first reported for the La-based cuprates [6].
Subsequent STM [7,8], NMR [9], and x-ray scattering work
[10,11] found that charge-density-wave (CDW) correlations
are a universal characteristic of the underdoped cuprates.

Among the central goals in current cuprate research is to
firmly establish the universality and hierarchy of ordering
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tendencies in the PG state and to shed light on the connection
between CDW and SC order. A second goal is to achieve
a consistent understanding of CDW-related phenomena ob-
served with distinct probes. A third goal is to establish the
connection between CDW order and charge transport. The
CDW correlations develop in the part of the phase diagram
where normal-state FL behavior has been observed [12–15].
Moreover, CDW correlations are thought to be responsible for
the FS reconstruction implied by low-temperature transport
experiments in high magnetic fields [16–21]. Finally, it is
essential to understand the role of disorder, which might both
stabilize otherwise fluctuating CDW order and limit the spatial
extent of CDW domains [22].

Here we tackle these questions through a systematic Cu
L-edge resonant x-ray scattering (RXS) and nonresonant hard
x-ray diffraction (XRD) study of the doping and tempera-
ture dependence of the CDW correlations in HgBa2CuO4+δ

(Hg1201). Hg1201 is ideal for experimental study due to its
simple tetragonal crystal structure, with only one CuO2 layer
per primitive cell, no intervening CuO chains, and an optimal
Tc of nearly 100 K, the highest of all such single-layer com-
pounds. All cuprates exhibit inherent inhomogeneity and disor-
der [23,24], and Hg1201 is no exception in this regard [25,26].
In particular, the interstitial oxygen atoms in underdoped
samples are likely randomly distributed in the HgOδ layer
(δ ≈ 0.18 at optimal doping) [27–29], yet the quasiparticle
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FIG. 1. Phase diagram of Hg1201 (p > 0.04), extended to p =
0 based on data for YBa2Cu3O6+δ (YBCO) [12,42]. Solid blue
line: Doping dependence of the superconducting (SC) transition
temperature Tc(p) [43]. Dark gray region: Deviation (not to scale) of
Tc from estimated parabolic doping dependence (dashed blue line).
T *: Pseudogap (PG) temperature, estimated from deviation of T -
linear planar resistivity in the strange-metal (SM) state [12,15]. T **:
Temperature below which Fermi-liquid (FL) behavior is observed
in the PG state [12–15]. Tq=0 and TAF : Characteristic temperatures
below which q = 0 magnetic order [3,44] and an enhancement
of antiferromagnetic (AF) fluctuations [4,5] are observed. TCDW :
Onset of short-range CDW order estimated from RXS (blue circles;
p = 0.09 results from Ref. [45]) and XRD (blue diamond). Topt: Char-
acteristic temperature observed in time-resolved optical reflectivity
measurements [38].

mean-free path and the screening of the Coulomb repulsion
have been estimated to be rather large, which may contribute
to the high Tc of Hg1201 [30]. This is supported by the obser-
vation of a tiny residual resistivity [12] of Shubnikov-de-Haas
oscillations [20,21], and of Kohler scaling of the magnetore-
sistance in the PG state [14]. Samples of comparable quality
to those investigated in the present work have enabled state-
of-the-art electronic Raman scattering, optical spectroscopy,
and hard x-ray experiments [13,31–39]. Such Hg1201 samples
feature a small density of vortex pinning centers [40], which
has enabled the observation of a magnetic vortex lattice [41].

This paper is organized as follows: In Sec. II, we provide
sample information and further describe the experimental tech-
niques. In Sec. III, we present the experimental results, which
then are further discussed in Sec. IV. The conclusions follow
in Sec. V. Additional information on the calculations and
simulations presented in this article are detailed in Appendices
A, B, and C. The temperature-doping phase diagram is shown
in Fig.1 and sample information is summarized in Table I.

II. EXPERIMENTAL METHODS

A. Samples

Hg1201 single crystals were grown by a previously reported
flux method [46], subsequently annealed to achieve the

TABLE I. Hg1201 sample information. The superconducting
critical temperature was determined from the onset of the diamagnetic
response in magnetic susceptibility measurements. The hole concen-
tration was estimated from the Tc vs p relationship established in
Ref. [43]. The CDW correlation length ξ/a = 1/(π × FWHM) was
determined near Tc from the full width at half maximum (FWHM) of
Gaussian fits to the data, as described in the text. Similarly, the wave
vector was obtained from the center of the peak. TCDW was estimated
as described in the text.

Tc (K) p ξ/a qCDW (r.l.u.) TCDW (K) Comments

55 0.064 4.6(5) 0.292(7) 140(20) very weak CDW
65 0.074 5.8(5) 0.297(5) 175(15)
69 0.083 8.0(7) 0.281(8) 210(10)
72 0.09 6.4(6) 0.276(6) 200(20) from Ref. [45]
74 0.094 6.0(5) 0.289(7)
75 0.098 7.0(7) 0.278(5) 180(25) XRD in magnetic field
76 0.10 5.2(4) 0.270(5)
79 0.105 4.6(3) 0.270(5) 175(10)
88 0.115 4.8(7) 0.260(6) 140(50)
94 0.126 no CDW

desired oxygen (and hence hole) concentration [40], and then
quenched to room temperature. The superconducting transition
was determined from magnetic susceptibility measurements
(magnetic field strength 5 Oe), and the critical temperature
Tc was defined as the onset of the diamagnetic response. The
hole concentration was estimated from the Tc vs p relationship
established for polycrystalline samples in Ref. [43]. Sample
information is summarized in Table I. The typical sample
dimensions were 2 × 2 × 0.5 mm3, with the short side along
the crystallographic c axis. The x-ray penetration length in
Hg1201 is about 0.2 μm at the energy used in the soft
x-ray experiment (h̄ω ≈ 932 eV). In order to ensure flat and
clean surfaces, the samples were polished multiple times with
sandpaper with increasingly finer grade, ranging from 1 μm to
0.05 μm. The x-ray diffraction measurements at 80 keV were
performed in transmission geometry and thus no particular
surface preparation was required.

B. Resonant x-ray scattering

Resonant x-ray scattering (RXS) measurements at the Cu
L3 edge were performed at the UE46 beam line of the BESSY-
II synchrotron in Berlin, Germany, and at the REIXS beam
line [47] of the Canadian Light Source. In order to determine
the exact resonance energy, x-ray absorption measurements
were performed in total-fluorescence-yield configuration. The
incident x-ray beam was then tuned to the maximum of the
fluorescence signal for each individual sample (h̄ω ≈ 932 eV).
Since the structure of Hg1201 contains only one Cu site
per formula unit, a fluorescence spectrum displays a single
maximum [45]. Momentum scans were performed by rotating
the sample about the axis perpendicular to the scattering plane,
and the detector angle was set to 2θ = 160◦. We quote the
scattering wave vector Q = Ha∗ + Kb∗ + Lc∗ = (H,K,L)

in reciprocal lattice units, where a∗ = b∗ = 1.62 Å
−1

and

c∗ = 0.66 Å
−1

are the approximate room-temperature values.
In the configuration used in the experiment, K was set to zero,
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and H was coupled to L during the scans. The maximum of
the CDW peak was observed at doping-dependent H values
(also denoted as qCDW ) in the approximate range 0.26 to
0.29 r.l.u., near the largest experimentally accessible value
of L ≈ 1.25 r.l.u. Due to the large x-ray wavelength at the
Cu L edge, only the first Brillouin zone was accessible, and
hence Q is equivalent to the reduced wave vector. We denote
the reduced two-dimensional wave vector as q; CDW peaks
are observed at the equivalent positions q = (qCDW ,0) and
(0,qCDW ).

C. Hard x-ray diffraction

Hard x-ray diffraction (XRD) measurements were carried
out in transmission geometry on a Tc = 75 K sample using
the 80 keV synchrotron radiation at the P07 beamline of the
PETRA III storage ring at DESY, Hamburg, Germany. The
17-T horizontal cryomagnet provided by the University of
Birmingham was installed on the triple-axis diffractometer
[48]. Following prior work on YBCO [11], the magnetic field
was used to enhance the CDW correlations and thus increase
the sensitivity of the experiment at low temperatures. In order
to achieve good mechanical stability and thermalization, the
sample was mounted on a silicon wafer, then glued to a
temperature-controlled aluminum plate within the cryomagnet
vacuum, and thermally shielded by aluminized mylar foils
glued to this plate. The sample temperature was controlled in
the range 2–300 K. The incident and scattered x rays passed
through the kapton cryostat vacuum windows, which gave a
maximum of ±10◦ input and output angles relative to the field
direction. The high energy of the x rays allowed us to access a
significantly larger portion of the reciprocal space compared
to the RXS experiment. In the XRD experiment, H scans
centered at the CDW peak position qCDW were performed
across many Brillouin zones; the accessible values of H (in the
range of ∼1−8) were dependent on the L values. The XRD
experiment was performed in an applied magnetic field of
16 T, and the field component along the crystallographic c axis
(i.e., perpendicular to the CuO2 planes) was dependent on Q.
For larger Q values (L > 2), the angle between the c axis of the
crystal and the magnetic field direction was about 30◦, which
resulted in a maximum c-axis field of approximately 14 T. The
magnetic field was applied at a temperature above Tc, and the
sample was then field-cooled to base temperature. As a func-
tion of the magnetic field, minor changes in the position and
angle of the sample holder were observed; these were corrected
with horizontal and vertical motion stages situated under the
cryostat rotation stage, and by realigning the sample on the
(0 2 0) Bragg peak. Due to time constraints, no measurements
of the CDW peak were performed in zero applied field.

III. RESULTS

A. Doping dependence of the CDW order

Building on prior work for p ≈ 0.09 (Tc ≈ 72 K) [45],
we studied crystals at eight doping levels in the range 0.064 �
p � 0.126 (Tc ≈ 55–94 K) via RXS. In addition, we measured
one crystal via XRD at a doping level (p ≈ 0.098, Tc ≈ 75 K)
at which the charge correlations are relatively strong. The onset
temperature of the CDW order, TCDW , was determined for a

FIG. 2. Momentum dependence of the CDW peak observed via
RXS in seven underdoped samples along [100]. Left: Raw spectra
collected at indicated temperatures. Right: Intensity difference of data
in left panels. The high-temperature data constitute an estimate of the
background scattering. Although the location of the CDW peak is
not clear from the raw data, the background-subtracted scans clearly
reveal CDW peaks. Blue lines: Gaussian fits to the data.

subset of these samples (Fig. 1, Table I). As demonstrated in
Figs. 2–5, a CDW signal was observed at all doping levels,
except for the most highly doped sample with Tc ≈ 94 K
[Fig. 3(b)]. As demonstrated in Fig. 3(c), the CDW order is
observed at equivalent wave vectors (magnitude qCDW ) along
[100] and [010], as expected, given the tetragonal structure of
Hg1201.

Figure 6 compares the CDW correlation length ξ and
peak position qCDW for Hg1201 (obtained from Gaussian fits;
Figs. 2, 5 and Ref. [45]) with results for YBCO [49]. The
“SC domes” Tc(p) of Hg1201 and YBCO differ somewhat
[3,43], and p should be viewed as an effective parameter
[50,51], yet in both cases the maximum correlation length
(ξmax) corresponds to the center of the Tc(p) plateau, where
TCDW and the deviation from the interpolated parabolic Tc(p)
dependence are the largest (Fig. 1). The suppression of Tc

appears to be material specific and stronger in YBCO than
in Hg1201 [43,52]. Whereas for Hg1201 the intensity of the
CDW peak saturates in the SC state (Figs. 4, 5(f) and Ref. [45]),
for YBCO it decreases below Tc (in the absence of an applied
magnetic field) [49]. For Hg1201, ξmax/a ≈ 8, which is about
40% of ξmax/a ≈ 20 for YBCO [49]. Although qCDW is
smaller than for YBCO, the respective rates of decrease with
doping, −0.6 ± 0.1 and −0.49 ± 0.05 r.l.u./(holes/planar Cu),
are the same within error [Fig. 6(b)]. The different magnitudes
reflect differences in the FS shapes of the two compounds.
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FIG. 3. Momentum scans across the CDW wave vector at the
Cu L3 resonance at various temperatures for two Hg1201 samples
with (a) Tc = 55 K (p = 0.064) and (b) Tc = 94 K (p = 0.126).
Due to the very low intensity of the CDW peak in the first sample,
systematic subtraction of high-temperature “background” from the
low-temperature scans did not result in a reliable estimate of the
temperature dependence. Instead, the onset temperature of the CDW
order was determined from the temperature dependence of the inte-
grated intensity (between H = 0.2 and 0.35 r.l.u.) after introducing
an offset to match the background level at 200 K; the result is shown
in the inset of (a). The onset temperature TCDW = 140(20) K is the
temperature at which the integrated intensity saturates. No intensity
change with temperature is observed in the nearly optimally doped
sample (Tc = 94 K), consistent with the absence of CDW order.
(c) Background-subtracted momentum scan across qCDW for a sample
with Tc = 76 K (p = 0.105) along the equivalent directions [100] and
[010]. The solid lines are Gaussian fits (with linear background) to
the data, yielding equivalent peak positions, amplitudes, and widths,
within the experimental uncertainty.

RXS is sensitive to the modification of the Cu 3d (valence)
electronic states on nominally equivalent resonating ions.
Whereas this technique is very sensitive to small CDW
amplitudes, only a fraction of the first Brillouin zone can be
reached due to the large wavelength of the x rays. As a result,
RXS only allows the determination of the in-plane component
of the CDW wave vector, i.e., the component parallel to the
CuO2 planes. On the other hand, (hard) XRD is sensitive to
the entire charge cloud residing on an ion and probes atomic
displacements associated with the charge order. The relatively
short wavelength of hard x rays permits access to a large
volume of reciprocal space. As shown in Figs. 5 and 6, the
in-plane component of the CDW peak determined from XRD
is consistent with the RXS results. The XRD measurement
revealed a broad CDW signal along [001] that vanishes at
half-integer L values [Fig. 5(d)] and appears to be strongest at
the integer values of L [Figs. 5(a), 5(b)].

B. Temperature dependence of the CDW order

Figure 4 displays the temperature dependence of the CDW
peak for four of our samples (Tc = 65 K, 69 K, 79 K, and
88 K) measured via RXS. The corresponding temperature
dependence for the Tc = 75 K sample studied by XRD is
shown in Figs. 5(e)–5(f). Measurements were typically carried
out at temperatures that ranged from 12 K to 250–300 K.

The intensity variation was carefully analyzed in order to
estimate the onset temperature TCDW . For the RXS results,
high-temperature data were used as reference “background”
and subtracted from each low-temperature scan. We checked
that the intensity at qCDW does not vary further at higher
temperatures. For the sample with the lowest doping level
(Tc = 55 K), the CDW signal was too small to allow this
analysis. Instead, as shown in Fig. 3(a), the intensity in the
range H = 0.2–0.35 r.l.u. was integrated at each temperature
and the temperature at which the integrated intensity saturates
upon heating was identified as TCDW . Figure 3(b) demonstrates
that no intensity variation was observed in the nearly optimally
doped sample (Tc = 94 K). In order to obtain the temperature
dependence in the XRD measurement, a linear background
was subtracted from the scans, as shown in Fig. 5(c). The
background-subtracted peaks were fitted to a Gaussian func-
tion [Fig. 5(e)], and the amplitude and FWHM was extracted.
In overall agreement with the previous result for Tc = 72 K
in Ref. [45], the intensity around qCDW increases smoothly
below TCDW and saturates below Tc.

IV. DISCUSSION

There remain numerous open questions regarding the
hierarchy of ordering tendencies in the PG state, the correlation
between CDW signatures observed with different probes, the
connection among CDW order, SC order, and charge transport,
the connection between the real-space charge modulations and
the FS topology, and the role of disorder. The short-range CDW
order appears well below TAF (TAF ≈ T ∗), the temperature
below which a distinct enhancement of AF fluctuations is
observed [4,5], consistent with theoretical proposals that AF
correlations drive the charge correlations [53–58] and with
the notion [15,45,59] that the PG and CDW formation are
distinct phenomena. In Hg1201, the CDW correlations appear
at or below T ∗∗, the temperature below which FL charge
transport is observed [12–14] and below which the Hall
constant is nearly independent of temperature, and thus the
PG and associated FS is likely fully formed [15]; only at
the doping level where CDW order is most robust do TCDW

and T ∗∗ coincide. On the other hand, TCDW coincides at all
doping levels with TOPT, the characteristic temperature from
transient reflectivity measurements [38], which suggests that
both probes detect the same correlations. As seen in Fig. 6,
at p ≈ 0.115, ξ obtained near Tc becomes comparable to the
CDW modulation period (this is also the case close to TCDW ).
Thus, the CDW loses spatial coherence already below optimal
doping. Interestingly, a qualitative change in the behavior of
the quasiparticle recombination rate (τqp) was observed at
about the same doping level [38]: whereas the behavior of τqp

near optimal doping (where TOPT is not much larger than Tc)
was found to be consistent with the mean-field BCS theory of
superconductivity, the data at lower doping are best understood
upon considering composite SC and CDW fluctuations near
Tc. We note that CDW order was reported for optimally doped
(p ≈ 0.16) Hg1201 [60], yet the very high onset temperature
and the values for ξ and qCDW are inconsistent with those
extrapolated to optimal doping based on our study (see also
Appendix A).
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FIG. 4. (a)–(d) Temperature dependence of the background-subtracted CDW peak for four Hg1201 samples observed by RXS. The peak
intensity decreases above Tc and saturates at the characteristic doping-dependent temperature TCDW . In order to obtain the most accurate
temperature dependence of the CDW peak parameters, high-temperature data were subtracted from the low-temperature scans (i.e., data at
200 K, 240 K, 200 K, and 155 K were selected as reference background for the samples with Tc = 65 K, 69 K, 79 K, and 88 K, respectively).
The solid lines are the result of subsequent Gaussian-function fits. (e)–(h) Temperature dependence of the peak amplitude and width (FWHM).
Blue areas indicate the superconducting state for each sample. The thick gray lines are guides to the eye.

FIG. 5. CDW peak in a Hg1201 sample, with p = 0.098 (Tc = 75 K), observed via 80 keV XRD in various Brillouin zones, in an effective
14 T or 16 T c-axis magnetic field, as indicated. The high energy of the hard x rays allowed access a large portion of momentum space. The
corresponding Brillouin zone is marked above each panel. (a) Momentum scans across the CDW wave vector at 40 K and 200 K. (b) Intensity
difference of the scans collected at the indicated temperatures. The solid lines are the result of subsequent fits to a Gaussian function. (c) Two
representative momentum scans across the CDW wave vector at 60 K and 200 K. The solid lines represent the estimated linear background.
(d) Corresponding intensity difference of the 40 K and 200 K data. These temperatures lie well below and above TCDW , respectively. No clear
evidence of CDW intensity is seen at half integer L. (e) Linear-background-subtracted data at the indicated temperatures. The solid lines are
the results of fits to a Gaussian function. (f), (g) Temperature dependence of the CDW peak amplitude and width (FWHM) from the fit in (e).
Green area indicates the temperature region of the superconducting state, in the absence of the magnetic field. Thick gray line in (f) is a guide
to the eye. The data in (a)–(c) and (e) are offset for clarity.
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FIG. 6. (a) CDW correlation length (in units of the planar lattice
parameter a) near Tc for Hg1201. Open and filled blue triangles
indicate RXS and XRD (at 14 T) results, respectively; the p ≈ 0.09
result is from Ref. [45]. For comparison, the data for YBCO from
Ref. [49] are shown as red squares. For Hg1201, ξ/a estimated about
20 K below TCDW is shown as well (blue crosses). Blue dashed line:
Simulated characteristic size of CDW domains, as discussed in the
text. (b) qCDW for Hg1201 (blue circles) and YBCO (red diamonds).
Black lines are linear fits (see text). Inset compares the correlation
length of the CDW order in Hg1201 (obtained near Tc) with the
corresponding wavelength λCDW , expressed in lattice units. The red
and blue bands for ξ (p)/a are guides to the eye.

A. CDW order and the FS reconstruction in the cuprates

Transport measurements have demonstrated the existence
of a single quantum oscillation (QO) frequency in Hg1201, and
hence of a single electron pocket at the Fermi level [20,21].
This is in stark contrast to orthorhombic double-layer YBCO
which, in addition to the main oscillation frequency at ∼550 T,
features satellites at ±100 T [61] due to magnetic breakdown
between the complex electron pockets that originate from a
coupling between adjacent CuO2 layers [62], and additionally
a slow frequency (∼100 T), possibly due to small hole-like FS
pockets [63]. Hg1201 thus is a pivotal system in which seek a
connection between CDW order and FS topology. In Ref. [45],
it was demonstrated for Hg1201 (p ≈ 0.09) that folding the
underlying FS with the measured qCDW and with assumed
biaxial CDW order results in a small electron pocket whose
size agrees with the QO frequency observed at the same doping
level [20,21]. Similar agreement was also found for YBCO,
but considering only the bonding FS and main QO frequency.
Our result for the doping dependence of qCDW in Hg1201, in
combination with a tight-binding FS calculation, allows us to
simulate the doping dependence of the electron pocket and to
compare with the QO data [20,21].

Figure 7(a) shows the tight-binding FS of Hg1201. The
electron pockets were obtained by solving a Hamiltonian
linking the tight-binding FS, consistent with photoemission
spectroscopy measurements [64], with the CDW wave vector

FIG. 7. (a) Noninteracting tight-binding FS of Hg1201 at p =
0.07 (light blue) and p = 0.11 (light red) with hopping parameters
from Ref. [72]. Thick lines: Reconstructed electron pocket; double
arrows: qCDW (see main text). (b) Pocket size, as a fraction of the
Brillouin zone, and associated quantum-oscillation frequency (F ) for
Hg1201 and YBCO as a function of qCDW . Blue square (Hg1201)
[20,45] and red triangles (YBCO) [61] represent the doping levels
for which both qCDW and F have been determined experimentally.
F is related to the Fermi pocket size S via the Onsager relation,
F = h̄S/2πe. Blue circles: Pocket size estimated from tight-binding
calculation, with qCDW obtained from the linear fit in Fig. 6(b).
Horizontal error bars: Experimental uncertainty in qCDW . Blue
triangles: Recent high-precision experimental result for F [21]. Inset:
Doping dependence of the electron pocket in the reduced Brillouin
zone (increments: 	p = 0.01). Predicted Lifshitz-type change in FS
topology at p ≈ 0.105 (black arrow) due to overlap of reconstructed
pockets [see result for p ≈ 0.11 in panel (a)].

values qCDW estimated from Fig. 6(b). Due to the PG in the
antinodal regions, no additional hole pockets are expected in
the reconstructed state, consistent with experiment [20,21].
The resultant relationship between electron pocket size (or,
equivalently, QO frequency) and qCDW (and p) is shown in
Fig. 7(b) (see Appendix B for details). The high-precision QO
data are in very good agreement with this prediction [21].

Our measurements for tetragonal Hg1201 were conducted
either in the absence of an applied magnetic field (RXS), or in
relatively low magnetic fields compared to the upper critical
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field (XRD), and the data do not allow us to discern whether the
short-range CDW order is unidirectional [65] or bidirectional
[66]. Nevertheless, the discussed FS reconstruction scenario
points to a bidirectional character. X-ray scattering work
revealed that orthorhombic YBCO (Tc = 67 K) exhibits three-
dimensional long-range CDW order in fields above about 18 T
[67], consistent with prior NMR evidence for a field-induced
phase transition [9]. This field-induced order is unidirectional
and observed only along [010] [67,68]. NMR work suggests
that the three-dimensional order does not simply evolve
from the short-range two-dimensional correlations, but rather
that the latter coexist with the former [69]. Fermi-surface
reconstruction does not necessarily require long-range CDW
correlations [21]. Furthermore, Fermi-surface reconstruction
by unidirectional (criss-crossed in a bilayer system) order
would result in multiple QO frequencies [70], which are
not observed in Hg1201 [21]. Although multiple frequencies
are observed in YBCO [16], this is not inconsistent with
Fermi-surface reconstruction due to bidirectional CDW order
[56,71].

Upon treating the hole concentration as an implicit param-
eter, a comparison between Hg1201 and YBCO can be made
regarding the relationship between qCDW (measured in the
absence of an applied magnetic field) and F (estimated in the
case of YBCO from the central QO frequency). Figure 7(b)
demonstrates that these two observables exhibit a universal
linear relationship despite the different FS topologies of the
two compounds. It is thus reasonable to assume that the
CDW order observed in the absence of an applied magnetic
field is universally responsible for the reconstruction of the
pseudogapped FS.

Our calculation for Hg1201 points to a possible Lifshitz
transition due to overlap of the electron pockets as the hole
concentration approaches p ∼ 0.105 [Fig. 7(a)], which would
result in the formation of a hole pocket centered at the
Brillouin zone center. This transition would significantly alter
the electronic properties of Hg1201, with distinct signatures
expected in transport experiments in high magnetic fields.

B. Influence of disorder on the CDW order in Hg1201

It has been suggested that disorder pins otherwise fluctuat-
ing CDW correlations and disrupts CDW coherence, rendering
ξ finite [22]. This is supported by recent NMR work for YBCO
that indicates static correlations pinned by native defects below
TCDW , although ξ may indeed be set by the correlation length
of the pure system [69]. Alternatively, CDW order might
be long-ranged, static, and unidirectional in the absence of
disorder [73].

Although we are not able to experimentally distinguish
between these scenarios, we can gain insight from considering
the fact that a major source of disorder in Hg1201 is the
interstitial oxygen (i-O) atoms in the HgOδ layers. Under the
assumption that the i-O atoms are randomly distributed, we
have simulated the effects of these i-O atoms on the CDW
correlation length (Appendix C) and find that the average size
of ordered patches pinned (in the form of halos around the
pinning centers) or limited by i-O is very small, ξ/a ≈ 2.6
at p = 0.083, whereas the experimental value around this
doping is ξ/a ≈ 7 − 8 at low temperatures (ξ/a ≈ 4–5 close

to TCDW ). This suggests that individual i-O atoms have a rather
weak effect. However, the local interactions should be more
significantly altered by unit cells with two i-O atoms (one
in each of the two HgOδ layers adjacent to a CuO2 layer).
Indeed, in this case we find that the simulated correlation length
agrees rather well with the low-temperature data (Fig. 8).
In this picture, the correlation length increases with doping,
but the phase decoherence among neighboring CDW patches

FIG. 8. Representation of the two HgOδ layers adjacent to a
CuO2 layer in Hg1201. (a) Red and blue dots represent randomly
distributed i-O atoms with a density that corresponds to p = 0.083
(Refs. [27–29]), the doping level at which the CDW correlation length
is the largest (Fig. 6). The red dots indicate unit cells with one i-O,
either in the top or the bottom HgOδ layer. The dark blue dots indicate
unit cells with two i-O, one in each of the two HgOδ layers. In the
model considered here (see also Appendix C), CDW patches (light
blue circles) nucleate in these relatively rare unit cells and extend to
the closest doubly occupied site. This results in a CDW correlation
length of ξ/a ≈ 7.7, in good agreement with the experimental
value ξ/a = 8.0(7) at this doping level. With increasing doping, the
calculated correlation length decreases and follows the experimental
values, as shown in Fig. 6(b). Displayed area: (100a)2. (b) Same
as in (a), but on a larger scale [displayed area: (500a)2] for better
visualization of the CDW patch distribution.
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naturally limits their extend at doping levels above p ≈ 0.09
[see Fig. 6(a)]. The increasing density of unit cells that host two
i-O can explain why the CDW correlation length in Hg1201
never reaches the values observed for YBCO and why CDW
order vanishes at lower doping. In YBCO, various types of
oxygen-dopant defects are observed [74], yet the proposed
scenario involving i-O pairs is unique to Hg1201. Hg1201
exhibits the highest optimal Tc of all single-layer cuprates [24].
It is an intriguing possibility that, for Hg1201, Tc at optimal
doping is so high in part because the disorder potential of i-O
pairs disrupts CDW order that would otherwise compete with
SC order up to or even beyond optimal doping, as in YBCO
or in single-layer electron-doped Nd2−xCexCuO4+δ [75].

Disorder and electronic inhomogeneity are inherent to the
cuprates [23,24]. NMR measurements indicate that, similarly
to other cuprates, Hg1201 exhibits a considerable local
electric-field gradient distribution [26]. As a result, volume-
averaging probes (e.g., RXS, XRD, optical spectroscopy, and
charge transport) integrate contributions from regions with
different local electronic environments. This averaging might
mask a possible inherent electronic instability at a distinct
doping level where the CDW phenomenon is most robust
(p ≈ 0.08 in the case of Hg1201). On the other hand, if
the CDW properties evolve monotonically as a function of
doping, we expect the inhomogeneity to have little effect
(as the averaged properties are effectively represented by the
median value).

C. Nature of the atomic displacements associated with the CDW
order in Hg1201

We can furthermore make some inferences about the nature
of the atomic displacements associated with the CDW order.
In YBCO, the primary displacements are shear displacements
in the c direction [66]. Because this material contains a
bilayer, these displacements have a first-order effect on local
carrier energy and doping, and therefore couple directly to
the Fermi surface reconstruction [71]. In Hg1201, the single
CuO2 plane per primitive cell is a mirror plane, and c-axis
atomic displacements will only affect carrier energies to
second order, and so will have a negligible coupling to the
Fermi surface reconstruction. A similar argument also holds
for basal-plane displacements transverse to the CDW wave
vector. We therefore deduce that in Hg1201, the CDW in the
CuO2 planes must have a longitudinally polarized component
in order to couple to the Fermi-surface reconstruction.

Figure 9 contains a sketch of the atomic displacements
required by group theory for a mode with a single incommen-
surate wave vector. The biaxial case is the superposition of two
such patterns at right angles. Longitudinal displacements in a
CuO2 plane necessarily imply c-axis displacements in the BaO
layers which are mirror-symmetric about the CuO2 plane. By
symmetry, there will be no c-axis displacements in the HgOδ

layer, although there will be basal-plane displacements.
We have not measured sufficiently many CDW satellites

to quantify the displacements represented in Fig. 9, which
arise from physical and group theory arguments. However,
we can show that this picture is consistent with the results
obtained so far. First, we note that the contribution of an atomic
displacement to the amplitude that determines the intensity of

FIG. 9. Illustration of the average atomic displacements proposed
for the CDW order in Hg1201. The red, green, and black dashed
lines correspond to the CuO2, BaO, and HgOδ layers, respectively.
Black (blue) arrows represent the longitudinal (transverse) atomic
displacements. Small and large displacements are indicated by the
length of the arrows (not to scale). See the text for further details.

a CDW satellite is proportional to the scalar product of the
scattering vector Q and the displacement [66]. Hence, the
intensity at (3 − qCDW , 0, 1.25) primarily depends on basal-
plane displacements, whereas the (4 − qCDW , 0, 6) satellite
weights basal plane to c-axis amplitudes in the ratio ∼1.5 : 1.
If out-of-plane displacements of Ba atoms dominated the
structure factor, the L = 6 satellite peak would be expected
to be more than an order of magnitude stronger in intensity
than the satellite at L = 1.25, mainly due to a larger L value.
Since the intensities of the two satellites are comparable, this
strongly suggests that the basal-plane displacements in the
CuO2 layer are the major ones involved in the CDW order.
A full structural refinement, using a more relaxed scattering
geometry to allow many CDW satellites to be observed, would
allow this picture to be confirmed.

For a single CDW mode, the Cu-O bond parallel to q is
modulated in length by the displacements, whereas the equiv-
alent bond perpendicular to q is not. This can be considered as
an indication of a contribution from the d-density wave state
originally proposed for YBCO [76]. It has been suggested that
the breaking of fourfold symmetry around the planar copper
atoms is a common aspect of the FS reconstruction in the
cuprates [77]. We see no evidence for a macroscopic symmetry
breaking of this form in Hg1201. For a single CDW mode,
the local fourfold symmetry around a copper atom is indeed
broken. However, the superposition of two equivalent CDWs
at right angles (the bidirectional case discussed earlier in this
paper) would restore this symmetry globally.

V. SUMMARY

We have used synchrotron x-ray radiation to study the
CDW order in simple tetragonal Hg1201. Our resonant x-ray
scattering and hard x-ray diffraction measurements provide
insight into this phenomenon and its connection with charge
transport in the cuprates. The structural simplicity of Hg1201
enabled us to establish a direct link between properties of the
CDW order and the Fermi-surface-reconstructed state. The
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consideration of our results along with available quantum-
oscillation data allowed us to simulate the size of the Fermi
pocket in Hg1201 and its evolution with doping. Although the
observed doping and temperature dependencies of the charge
correlations in Hg1201 are similar to YBCO, the CDW order is
more robust in the latter compound. Initially, the characteristic
charge-order temperature and correlation length universally
increase with increasing carrier concentration. In YBCO, the
correlation length reaches a maximum of about 20 lattice units
and CDW order is observed up to about optimal doping. In
contrast, in Hg1201 the maximum is only about 8 lattice
units and CDW order disappears well before optimal doping
is reached, once the correlation length is comparable to the
CDW modulation period. For Hg1201, the characteristic onset
temperature of the CDW phenomenon as determined with x
rays coincides with the characteristic temperature identified in
prior transient reflectivity work. Consideration of the disorder
induced by the interstitial oxygen atoms led us to propose that
the CDW correlation length in Hg1201 is limited by pairs of
such dopants within the same unit cell. Finally, our analysis of
CDW satellite peaks observed via x-ray diffraction indicates
that the dominant atomic displacements associated with the
CDW order are longitudinally polarized displacements within
the CuO2 plane.
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APPENDIX A: SEARCH FOR CDW ORDER IN NEARLY
OPTIMALLY DOPED Hg1201

CDW order has been reported from (micro) x-ray diffrac-
tion measurements for a nearly-optimally-doped sample of
Hg1201 (Tc = 95 K), and it has been suggested that the CDW
order competes with i-O order [60]. The doping level of this
sample is well above the hole concentration up to which we
detected CDW order via resonant x-ray diffraction, a very
sensitive probe of charge order. The reported CDW correlation
length exceeds 15 lattice constants at the onset temperature,
and hence is much larger than our result [Fig. 6(a)], and the
reported wave vector of qCDW = 0.23 r.l.u. is considerably
lower than qCDW ≈ 0.25 r.l.u., the value predicted from

linear extrapolation of our data in Fig. 6(b) to optimal
doping. Moreover, the reported charge order sets in at 240 K,
approximately 50 K above T ∗ ≈ 190 K near optimal doping
[15]. These observations suggest that origin of the reported
feature in Ref. [60] is distinct from the CDW order reported
here and for other cuprates. One possible explanation is that the
observed peak originates from a spurious secondary phase; the
data in Fig. 2(a) of Ref. [60] clearly show a secondary phase
with larger lattice parameters, rotated by approximately 45◦
with respect to the lattice of Hg1201. Two-phase coexistence
would explain the apparent competition between the i-O order,
a characteristic of Hg1201 near optimal doping. Further-
more, the different lattice constants (and thermal expansion
coefficients) of the two phases would explain the unusual
temperature dependence of the feature observed in Ref. [60].

APPENDIX B: CALCULATION OF RECONSTRUCTED
FERMI SURFACE

The tight-binding FS calculation (Fig. 7) was performed for
hole doping levels 0.07 � p � 0.11. The hopping parameters
that provide the best fit to dispersions from first-principles
calculations were adopted from Ref. [72]: (t,t ′,t ′′,t ′′′) =
(0.46,0.105,0.08,0.02) eV. The doping dependence of the FS
was simulated by adjusting the chemical potential so that the
unreconstructed FS satisfies Luttinger’s sum rule and contains
1 + p holes, consistent with photoemission spectroscopy data
[64]. Hence, 1 + p = 2AFS/ABZ , where AFS (ABZ) is the
area of the Fermi surface (Brillouin zone). In order to simulate
the reconstructed FS, following Ref. [78], we constructed a 4 ×
4 Hamiltonian and diagonalized it numerically at each point
of reciprocal space, with a typical mesh of 106 points. Having
set the band dispersion and wave vector to the experimentally
determined values, the only adjustable parameter left for the
calculations is the CDW potential 	CDW . We fixed the CDW
potential to 	CDW = 50 meV so that at p = 0.09 the size
of the electron pocket that results from the FS reconstruction
by the wave vector qCDW = 0.279(5) r.l.u. yields the value
of 3.06% of the Brillouin zone, consistent with experiment
[20]. The CDW potential 	CDW was then kept constant for
the calculation of the doping dependence, and the chemical
potential was varied. The doping dependence of qCDW

employed in the calculations was obtained from the linear fit to
the data in Fig. 6(b). After diagonalizing the Hamiltonian, four
bands were found to cross the Fermi level, but only the band
that corresponds to the electron pocket is displayed in Fig. 7;
in order to obtain only one band crossing the Fermi level (the
electron pocket), one would have to start with a pseudogapped
FS. The resulting FS, plotted in the reduced Brillouin
zone in Fig. 7, is expected to undergo a Lifshitz transition
from electron-like to hole-like Fermi pocket at p ≈ 0.105.
This result could in principle be verified experimentally
by performing high-field/low-temperature transport
measurements.

APPENDIX C: MODELING OF THE CDW
CORRELATION LENGTH

Compared to YBCO, the CDW order in Hg1201 exhibits
a rather small correlation length and vanishes well below
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FIG. 10. (a) CDW patches (yellow circles) in the CuO2 planes formed in regions between i-O atoms (red dots) in the adjacent HgOδ layers.
Displayed area: (100a)2. The i-O density corresponds to p = 0.083 [27–29]. (b) CDW peak, calculated from the distribution of charge-order
patches in (a); the correlation length ξ/a = 2.6 is obtained from a Gaussian fit. (c) Same as in (a), but CDW patches develop around i-O and
extend to nearest-neighbor i-O. In both (a) and (c), the density of the charge-ordered patches has been decreased for clarity.

optimal doping. In search for a possible explanation for this
observation, we consider the disorder that originates from the
doped interstitial oxygen atoms (i-O) in the HgOδ layers of
Hg1201. We simulate the distribution of these i-O atoms and
consider the resultant disorder length scales for three simple
scenarios. We estimate the i-O density as a function of Tc from
Refs. [27–29].

In the first scenario, we assume that CDW patches in
the CuO2 planes form within regions defined by the i-O
and that the size of the CDW patches is limited by the
neighboring i-O [Fig. 10(a)]. We randomly create circular
CDW patches between the i-O, maximize their size, and
numerically determine the probability P (r) of finding a CDW
patch with radius r . The scattering intensity from the CDW
patches is given by

I (Q) ∝
∑

r

P (r)

∣∣∣∣
∫ r

−r

dx
√

r2 − x2Ae(iqCDW ×x)e−iQ×x

∣∣∣∣
2

,

(C1)

where A is the amplitude, qCDW is the magnitude of the
CDW wave vector, and Q is the magnitude of the momentum
transfer. The calculations are performed on a 2000 × 2000
lattice of atoms for the doping levels p = 0.063, 0.083, 0.091,
0.107, 0.12, and 0.142. In the simulations, we assume that A

is independent of the radius. The size distribution of CDW
patches results in a Gaussian line shape of the CDW peak
[Fig. 10(b)]. The correlation length is obtained by fitting a
Gaussian to the calculated CDW peak, in the same manner

as the x-ray data. In this scenario, the calculated correlation
lengths are significantly smaller than those obtained from
experiment. For example, we obtain ξ/a = 2.6 for p = 0.083,
whereas the experimental value at this doping level is ξ/a =
8.0(7). This large discrepancy indicates that it is unlikely that
CDW correlations are destroyed by disorder associated with
individual i-O. In the second scenario, we assume that the
CDW patches develop around i-O and extend to the nearby i-O
[Fig. 10(c)]. The resultant correlation lengths are comparable
to the first scenario.

In the third scenario, we consider that the local structural
and electronic environment may be significantly different from
the typical situation (with zero or one i-O atom) when a CuO2

plaquette is affected by two i-O, one in each of the two adjacent
Hg-O layers. Such relatively rare unit cells with two i-O atoms
may act as nucleation centers of CDW order and/or as strong
pinning sites that lead to the destruction of CDW coherence.
In this case, CDW patches extend from unit cells with two
i-O atoms to neighboring CDW patches with two i-O atoms,
as shown in Fig. 8. The phases of these CDW patches are
uncorrelated, as the patches are pinned to different nucleation
centers. This third scenario yields correlation lengths very
close to the measured low-temperature values [Fig. 6(a)]. A
similar result is obtained by assuming that CDW patches are
bound rather than pinned by such unit cells. Therefore, we
cannot distinguish whether these sites assist the formation of
CDW, or simply pin the CDW. We note that this third scenario
is rather unique to Hg1201. For YBCO and other cuprates, the
CDW correlations may be affected by other types of disorder.
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