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Fully spin-polarized hole current is theoretically proposed to be generated by photoexcitation in the impurity
states of the MoS2 monolayer with sulfur partially substituted by copper. To understand the dynamics of
the photogenerated spin hole current, we perform a time-domain ab initio nonadiabatic molecular dynamics
investigation with different initial excitation and temperature. First, the spin hole relaxes in a band-by-band
manner. Therefore a longer lifetime can be achieved if the initial hole is generated at the lower edge of the
impurity bands. Second, the phonon excitation is found to affect the spin hole dynamics significantly. When the
temperature is decreased from 100 to 50 K, the hole relaxation across the band gap is strongly suppressed by
the phonon bottleneck, which is due to the reduction of the phonon occupations. Our results show that the initial
hole generation and phonon excitation are two key factors determining the dynamics of the photogenerated spin
hole, which provide insights into the design of optimal spintronic devices.
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I. INTRODUCTION

Electrons have both charge and spin as two different
freedoms of motion. In the era of electronics, semiconductors
have played fundamental roles in virtue of the versatile
properties of the charge. Incorporating the spin degree of
freedom into conventional semiconducting electronic devices
has become a significant research subject in spintronics [1]. An
active control and manipulation of the electron spin is expected
to multiply the functions of semiconducting materials.

Using light to generate spin-polarized current in semicon-
ductors has attracted a lot of research attention due to the high
efficiency and energy conservation [2–8]. First, the optical
response of the electron spin is on a time scale of femtoseconds,
which is several orders of magnitude shorter than those
operated by the electrical measures [2]. Second, the optically
generated spin-polarized current is free of the Joule heating
caused by the resistance between various ferromagnetic
metal/semiconductor interfaces in the electrical spin injection,
which requires especially tailored tunnels or Schottky barriers
[1,8]. Typically, an effective optical orientation [1] is needed
to generate spin-polarized current in semiconductors with
significant spin-orbit coupling. In these cases, the circularly
polarized light of a well-defined frequency is used because of
the requirement of the optical selection rule for both angular
momentum and energy of the relevant electron states. Besides
that, if a spin-polarized electronic band can be separated in en-
ergy, spin current can also be generated using unpolarized light
with specific frequency, which has been seldom reported [8].

In recent years, molybdenum disulphide (MoS2) with
layered crystal structure has attracted a lot of attention for its
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unique semiconducting properties, which have been demon-
strated to be promising for device applications and spintronics
[9,10]. Strong light-matter interaction makes MoS2 a good
candidate to be used for the photogenerated spin current. So far,
several strategies to introduce magnetism into the nonmagnetic
MoS2 have been reported from both theoretical [11–13] and
experimental [14–16] research. By the density functional
theory (DFT) computation, we propose that the electronic
structure of the Cu doped MoS2 monolayer with a narrow
direct band gap is close to the spin gapless semiconductors
[17], in which the fully spin-polarized hole current can be
generated by the excitation using an unpolarized light with
an appropriate energy. With this stratagem, both electrical
and magnetic properties can be controlled simultaneously by
tuning the optical excitation.

The photogenerated spin hole will relax to the ground
state within its lifetime, which determines the applications
of such photogenerated spin hole current in spintronics. The
DFT investigation can be used to propose the feasibility of
the photogenerated spin-polarized hole current, however it
is helpless to study the time-dependent (TD) dynamics of
photogenerated carrier relaxation. In recent years, the nona-
diabatic molecular dynamics (NAMD) approach formulated
within the framework of time-dependent density functional
theory (TDDFT) enables us to achieve valuable insights into
the time evolution of photogenerated carriers. In this paper, we
adopt an ab initio NAMD program implementing the fewest
switches surface hopping (FSSH) algorithm [18] developed
by Prezhdo’s group [19,20] to simulate the dynamics of the
spin-polarized hole in a Cu doped MoS2 monolayer. This
program is computationally tractable and has been utilized
in several studies of the relaxation progress of photogenerated
carriers in semiconducting materials [21–26]. We demonstrate
that the initial hole generation and the phonon excitation
are two key factors that determine the dynamics of the
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photogenerated hole. The lifetime for the spin-polarized hole
current can be extended by generating holes using larger
excitation energy, or by decreasing phonon occupation through
temperature decreasing.

The organization of this paper is as follows. The details of
NAMD calculations are provided in Sec. II. The simulation
results and discussions are shown in Sec. III. Finally, we
present our conclusions in Sec. IV.

II. COMPUTATIONAL METHODS

The ab initio NAMD simulations are carried out using
homemade code Hefei-NAMD [27] which augments the Vienna
ab initio simulation package (VASP) [28] with the NAMD
capabilities within TDDFT similar to Refs. [19,20]. In this
NAMD simulation, the static and ab initio molecular dynam-
ics (AIMD) calculations are carried out using VASP [28].
The projector-augmented wave pseudopotentials [29,30] and
the Perdew-Burke-Ernzerhof exchange-correlation functional
[31,32] are adopted to construct the single-electron Hamil-
tonian. The cutoff for the plane-wave basis is 500 eV, and
the width for the Gaussian smearing method is 0.05 eV. A 6
× 4 rectangular supercell of a MoS2 monolayer is shown in
Fig. 1(b), with two S atoms in the same layer substituted by
two Cu atoms along the Y direction. A vacuum region of about
15 Å in the Z direction is used to build the slab model.

After the geometry optimization, we use velocity rescaling
to bring the temperature of the system to either 100 or 50 K; a
3-ps microcanonical ab initio molecular dynamics trajectory
is then generated with a time step of 1 fs. Using the molecular
dynamics trajectory, the NAMD results are based on averaging

FIG. 1. The spin-polarized band structure and the projected
density of states (PDOS) (a) and the orbital spatial distribution of
the Cu doped MoS2 (b). The total density of states (DOS) is projected
on the coordinated Mo atoms, the Cu impurity atoms, and the rest of
the MoS2 host in the supercell. The isosurface value in (b) is set at
0.002e bohr. The process of spin hole relaxation within the impurity
states is indicated by the arrow in Fig. 1(a).

over 100 different initial configurations. For each chosen
structure, we sample 2 × 104 trajectories for the last 2 ps.
We study the dynamics of the excited spin-polarized hole
using NAMD as implemented within TDDFT [19,20]. In the
Kohn-Sham (KS) representation [33], the TD charge density
is obtained from the TD single-particle KS orbitals ψp(r,t) as

ρ(r,t) =
Ne∑

p=1

|ψp(r,t)|2, (1)

where p = 1, 2, . . . , Ne, and Ne is the number of electrons.
Applying the TD variational principle to the KS energy
generates a set of single-particle equations for the evolution of
the KS orbitals:

ih̄
∂ψp(r,t)

∂t
= H (r,R,t)ψp(r,t). (2)

The Hamiltonian is time dependent through the change of
the external potential which is produced by the motion of
the atoms. For a given nuclear configuration at each moment
during the evolution of the system, a set of adiabatic KS basis
ϕk is obtained with DFT to expand the KS orbitals:

ψp(r,t) =
∑

k

ck(t)ϕk(r,R(t)). (3)

Inserting Eq. (3) into Eq. (2) gives the equation describing
the evolution of the adiabatic basis coefficients:

ih̄
∂cj (t)

∂t
=

∑
k

ck(t)(εkδjk + djk), (4)

where εk is the energy of the adiabatic state k, and djk is the
nonadiabatic coupling (NAC) between the state k and j which
is given by

djk = −ih̄〈ϕj | ∂

∂t
|ϕk〉 = −ih̄〈ϕj |∇R|ϕk〉

(5)•
R = −ih̄

〈ϕj |∇RH |ϕk〉
εk − εj

•
R .

The hopping of the electron or hole is determined by the
NAC matrix [19,20]. From this expression, one can find that the
NAC is dependent on the energy difference of the interacting
states, the spatial distribution of the TD states k and j , and
the nuclear velocity. All of these factors are affected by the
phonon excitation and electron-phonon coupling.

During the NAMD process, the energy relaxation of the
electron or hole is evaluated by computing the averaged
energy:

ε =
∑

k

akεk, (6)

where ak is the population of the adiabatic state k, namely,
c∗
kck . Taking the time derivative of Eq. (6) gives the expression

for the adiabatic (AD) and nonadiabatic (NA) contributions to
the energy relaxation:

dε

dt
=

∑
k

(
dak

dt
εk + ak

dεk

dt

)
. (7)

The change in the averaged energy described by the first
term above is due to change of the population of each adiabatic
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state, namely, the hopping of the charge carrier, which is
defined as the NA contribution to energy relaxation. The
second term originates from change in the energy of each
adiabatic state while the population is fixed, which can be
attributed to the AD contribution. Using such definitions, the
process of energy relaxation is divided into AD and NA parts
by integrating the two terms above separately within each time
interval.

To solve Eq. (4) numerically, we adopt the FSSH algorithm
which provides a probability for hopping between interacting
states based on the evolution of the adiabatic basis coefficients
[18,20]. Furthermore, assuming that the dynamics of the
valence electrons little affects the dynamics of the nuclei, the
classical path approximation is made to enhance the compu-
tational efficiency by realizing the FSSH algorithm along one
predetermined nuclear trajectory [20]. The hopping probability
is scaled by a Boltzmann factor to ensure the detailed balance
between the upward and downward transitions in energy [20].

III. RESULTS AND DISCUSSION

A. Atomic and electronic structure of the MoS2 monolayer
doped with Cu

The impurity concentration in our paper is 8.3%. The
formation energy of Cu substitution depends weakly on the
impurity concentration and structure. (The details are shown
in the Supplemental Material [34]). Different from substituting
Cu on the Mo site [35], there is only a small change in the lattice
of the MoS2 monolayer after substituting Cu on the S site
[13]. The Cu impurity moves slightly outward from the doped
S layer of the MoS2 host by 0.23 Å, and the C3v symmetry
between the Cu impurity and three coordinated Mo atoms
is maintained. As proposed in a previous theoretical research
[13], the single Cu doping created by substitution of one S atom
produces a magnetic moment of 1μB , which arises from one
unpaired 4d electron distributed at the coordinated Mo atoms.
When the Cu impurities in the same S layer are aligned along
the Y direction as shown in Fig. 1(b), a strong ferromagnetic
(FM) order can be established by superexchange between the
local spin of each Cu atom. Based on the Heisenberg model
with the mean-field approximation, the Curie temperature is
estimated to be around room temperature, which is robust
against the test of the on-site Coulomb repulsion.

Before the NAMD simulations, it is instructive to establish
the electronic structure of the system. Figure 1(a) shows the
spin-polarized band structure of Cu doped MoS2. Within the
energy gap of the MoS2 monolayer, the Cu substitutions
introduce four localized impurity states. A direct band gap
appears at the � point where the spin-conserved gap between
the spin-up valance-band maximum (VBM) and conduction-
band minimum (CBM) is 0.24 eV, close to the spin-flip gap
of 0.21 eV between the spin-up VBM and the spin-down
CBM. Due to the Coulomb interaction between neighboring
Cu atoms, the degeneracy of the impurity states with similar
spatial orbital distribution as shown in Fig. 1(b) is lifted. The
electrons on the impurity state 1 and 2 participate in the FM
order establishment. Because of the FM in this Cu doped
MoS2, fully spin-polarized holes on impurity state 1 and 2

FIG. 2. Time-dependent evolution of the energy of the impurity
states at the � point (a, c) and the FT spectra to the autocorrelation
function of the energy evolution (b, d) at 100 and 50 K, respectively.
The color legend is the same as shown in Fig. 1(a). (e, f) The
spatial localization of each normal phonon mode projected on the
Cu impurity and MoS2 host, respectively.

can be generated by photoexcitation [17]. In the following, we
study the dynamics of such spin-polarized holes.

B. Thermal fluctuation of the impurity states

The lifetime of the spin-polarized hole is determined by
the dynamics of hole relaxation within the impurity bands as
indicated by the arrow in Fig. 1(a). Once the hole relaxes across
the Fermi energy, the spin-polarized hole current disappears.
Therefore, we concentrate on the dynamics of the hole within
the four spin-up impurity states at the � point as shown in
Fig. 1(a). We plot the time-dependent energy evolution of
these selected four impurity states with the bulk states in
MoS2 during a 3-ps AIMD trajectory at 100 K in Fig. 2(a).
The energy fluctuation amplitudes of the impurity states are
within 0.19–0.30 eV, much larger than that of the bulk states
in MoS2, suggesting that these impurity states have strong
electron-phonon (e-p) coupling. The dominate phonon modes
in e-p coupling can be seen from the Fourier transform (FT)
spectra of the autocorrelation function of the energy evolution
[Fig. 2(b)]. It can be seen that the impurity states are mainly
coupled to the phonons within 70–240 cm−1, which is the
region of acoustic phonons in MoS2 [36], indicating that these
phonons are significantly scattered by the Cu impurities. This
can be further understood by calculating the normal phonon
modes of Cu doped MoS2 and projecting the localization of
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FIG. 3. The dynamics of a photogenerated hole at 100 K. The
averaged energy of the hole and the population on each impurity state
are shown in the upper panel, and the AD and NA contributions to the
energy relaxation are shown in the lower panel with the initial state
specified at the impurity state 1 (a) and 2 (b).

them on the Cu impurity. From Fig. 2(e) one can see that the
Cu induced impurity modes distribute within 50–250 cm−1,
coupled strongly with the acoustic modes of MoS2. Such
impurity scatterings with bulk phonon modes within a wide
range lead to the violent fluctuations of the impurity states
through e-p coupling.

C. Dynamics of the photogenerated hole
with different initial states

With different excitation energies, the spin-polarized hole
can be generated from different initial states [state 1 or 2 in
Fig. 1(a)]. At 100 K, if the hole is excited from state 1, after
2 ps, 61% of the hole has relaxed across the Fermi energy (i.e.,
to the impurity states 3 and 4) as shown in Fig. 3(a). In this
case the lifetime is estimated to be about 3 ps. By contrast,
73% of the hole has relaxed if the hole is excited from the
impurity state 2 with the lifetime estimated to be around 2.5 ps
as shown in Fig. 3(b). This can be understood by checking the
upper panel of Figs. 3(a) and 3(b), where the hole population
decays mainly through a band-by-band process. Therefore the
lifetime is longer for the spin-polarized hole excited from a
deeper initial state.

We also plot the energy relaxation with the AD and NA
contributions distinguished by Eq. (7) in the lower panel of
Figs. 3(a) and 3(b). The energy relaxation is mainly determined
by the AD mechanism within the beginning 200 fs. During
this period the population decays little, therefore the energy
change arises mainly from the fluctuation of the initial state.
In the longer time scale, the NA mechanism makes the major
contribution through hole hopping from one state to another
to the band-by-band hole relaxation.

The hole hopping between different impurity states through
the NA mechanism is determined by the NAC as defined in
Eq. (5). In Fig. 4(a), we plot the averaged absolute values
of the NAC along the 3-ps trajectory between the impurity
states at 100 K. The NAC between the neighboring states is
much larger than that between the separated states. Therefore
the hopping to the neighboring state of the photogenerated
hole is much easier than that to the separated state. This
can be understood from Eq. (5) where one can see that the
NAC is inversely proportional to the energy difference εk − εj

FIG. 4. The averaged absolute values of the NAC along the 3-ps
trajectory between the impurity states at (a) 100 K and (b) 50 K. The
absolute values of the NAC (magenta dotted line) and the oscillation
of the gap (black solid line) between the impurity state 2 and 3 along
the 3-ps AIMD trajectory at (c) 100 K and (d) 50 K. The blue and
red dotted lines indicate the averaged value of the NAC and the gaps,
respectively.

between electronic states k and j . The energy difference
between neighboring impurity states is the smallest and
therefore the NAC is the largest. Figure 4(c) shows the TD
band gap, namely, the energy difference between state 2 and
3 and the NAC between them. One can also see that NAC
always reaches the maximum when the band gap reaches the
minimum. This explains the band-by-band character of the
hole relaxation.

D. The influence of temperature on dynamics

The NAC is also strongly affected by phonon excitation
and e-p coupling. From Eq. (5), except the energy difference
εk − εj , the TD orbital coupling of state k and j 〈ϕj |∇RH |ϕk〉
can be understood as e-p coupling elements, and the nuclear

velocity
•
R is associated with phonon excitation. Therefore, a

certain temperature dependence is expected in the dynamics
process. To verify this, we perform the NAMD simulation
at a lower temperature of 50 K. As shown in Figs. 2(c) and
2(d), the amplitudes of the energy fluctuations are narrowed to
0.14–0.25 eV as a result of the phonon occupation reduction.
The corresponding Fourier-transform spectra are also shifted
to lower frequency compared with the spectra of 100 K. The
phonon occupation reduction induces the decrease of NAC.
Especially, as shown in Figs. 4(b) and 4(b), the NAC between
state 2 and 3 decreases significantly from 0.01 to 0.005 eV
at 50 K, which suppresses hole relaxation across the band
gap. The energy difference term plays a minor role here
since it changes insignificantly with the temperature. (See the
Supplemental Material [34] for details). The nuclear velocity
and e-p coupling elements are the major factors. At 50 K state
2 and 3 couple to phonon modes with different frequencies.
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FIG. 5. The dynamics of a photogenerated hole at 50 K. The
averaged energy of the hole and the population on each impurity
state are shown in the upper panel, and the AD and NA contributions
to the energy relaxation are shown in the lower panel with the initial
state specified at the impurity state 1 (a) and 2 (b).

Yet when the temperature increases to 100 K, state 2 and 3
mostly couple to the same phonon modes. Such a coherent e-p
coupling between state 2 and 3 may enhance the increasing of
the NAC element along with the temperature and induce the
strong temperature dependence. The NAMD results are shown
in Fig. 5; the band-by-band relaxation is the same as in the case
of 100 K. However, the hole relaxation proportion at 2 ps is
strongly suppressed to 14 and 21% with respect to different
initial states, which signifies a phonon bottleneck for the hole
relaxation across the band gap. For the excitation from state
1 and 2, the lifetime of the spin-polarized hole is extended
to 10 and 7.5 ps, respectively, about three times longer than
that of 100 K. The suppression of photogenerated hole decay
also results in a much longer period of AD determined energy
relaxation for about 500 fs as shown in the lower panel of
Figs. 5(a) and 5(b).

E. Discussion

In this paper, the set of adiabatic KS bases as shown in
Eq. (3) is only sampled at the � point in the first Brillouin
zone, which is proposed to give a reasonable evaluation for
the lifetime of the hole current. First, the impurity states
which are contributed by the 4d orbitals of the coordinated
Mo atoms exhibit localized spatial distributions as shown in
Fig. 1(b), suggesting a weak dispersion in the momentum
space. Second, the system maintains the direct band gap after
the Cu substitution, where the photogenerated hole relaxes at
the � point. Third, we perform the simulations using a large 6
× 4 rectangular supercell, which has a small Brillouin zone,
suggesting the investigation at the � point is enough.

There are also some limitations in our investigation. First,
the set of adiabatic KS bases in our simulation is restricted in
the spin-up subspace. The spin-flip gap is close to the spin-
conserved gap as stated in Sec. III (A); the spin-down KS basis
can only accelerate the intraband relaxation; therefore, we
ignore the influence of spin flip on the band-by-band relaxation
across the band gap. Moreover, the thermal fluctuation of the
structure in the real system can cause the hole to be not fully
spin polarized. Since we perform the NAMD simulation at
much lower temperatures relative to the theoretically predicted
Curie temperature of the system, the thermal fluctuation

on the spin orientation can be ignored. In order to give
a comprehensive description including the spin flip during
the NAMD process, the set of adiabatic KS bases has to
be expanded to include both spin subspaces. Second, we
use the single-electron Hamiltonian to simulate the excited
hole dynamics. Therefore the exciton effects are not included
which are known to be important in two-dimensional materials
[37,38]. Yet as shown in a recent study impurity doping usually
increases the density of charge carrier and thus enhances the
screening effects, which can reduce the exciton binding energy
and make the exciton effects less significant [39]. Third, the
spin-orbit coupling also has to be added to the Hamiltonian
to establish an effective coupling between the different spin
subspaces. However, our investigation of the band structure
including the spin-orbital coupling shows spin-orbital coupling
effects are insignificant. The change of the band gap is at the
magnitude of meV (see the Supplemental Material [34] for
more details). Therefore we believe that it will not change
the lifetime of the photogenerated spin hole distinctly. Still
we believe the generalization of NAMD including the exciton
binding and spin-orbit coupling is an important project in the
future.

Our paper shows that the photogenerated spin hole dynam-
ics is strongly affected by the e-p coupling. Therefore lattice
strain can be an important tuning factor since it can affect
the electromechanical properties of the MoS2 monolayer by
significantly altering the in-plane and out-of-plane phonon
modes [40]. On the other hand, strain can also dramatically
change the electronic structure of the MoS2 monolayer at zero
temperature [41]. The interplay between strain and dynamics
in the MoS2 monolayer is indeed another valuable research
project for the future.

IV. CONCLUSIONS

Using an ab initio NAMD approach, we simulate the
dynamics of the spin-polarized holes in the Cu doped MoS2

monolayer as a function of the initial state and the temperature.
First, we find that the hole relaxation primarily occurs by
a band-by-band process. Second, the energy relaxation is
approximately linear with time during the beginning 2 ps. The
nonadiabatic process of energy relaxation follows the adiabatic
process, which is on the scale of hundreds of femtoseconds.
Third, when the temperature is decreased from 100 to 50 K,
the hole relaxation across the band gap is strongly suppressed
by the phonon bottleneck, which is due to the reduction of the
phonon occupations. These results suggest that the initial hole
generation and the phonon excitation are two key factors that
can be used to tune the dynamics of the photogenerated hole
with full spin polarization in the Cu doped MoS2 monolayer.
A longer lifetime for the spin-polarized hole current can be
obtained by generating holes on the lower edge of the impurity
states, or by decreasing the temperature. Our results provide
valuable insights into the design of materials and devices for
spintronics.
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