
PHYSICAL REVIEW B 96, 125408 (2017)

Type-II quantum-dot-in-nanowire structures with large oscillator strength for optical
quantum gate applications

Masoomeh Taherkhani,* Morten Willatzen, Jesper Mørk, and Niels Gregersen
Department of Photonics Engineering, Technical University of Denmark, Ørsteds Plads Building 345A,

2800 Kongens Lyngby, Denmark

Dara P. S. McCutcheon
Quantum Engineering Technology Labs, H. H. Wills Physics Laboratory and Department of Electrical

and Electronic Engineering, University of Bristol, BS8 1FD, United Kingdom
(Received 28 July 2017; revised manuscript received 22 August 2017; published 7 September 2017)

We present a numerical investigation of the exciton energy and oscillator strength in type-II nanowire quantum
dots. For a single quantum dot, the poor overlap of the electron part and the weakly confined hole part of the
excitonic wave function leads to a low oscillator strength compared to type-I systems. To increase the oscillator
strength, we propose a double quantum dot structure featuring a strongly localized exciton wave function and a cor-
responding fourfold relative enhancement of the oscillator strength, paving the way towards efficient optically con-
trolled quantum gate applications in the type-II nanowire system. The simulations are performed using a compu-
tationally efficient configuration-interaction method suitable for handling the relatively large nanowire structures.
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I. INTRODUCTION

The quantum dot (QD) with its discrete spectrum of energy
levels, similar to those of atoms, represents a highly promising
candidate for implementing all-optical quantum gates for
quantum information processing [1–3]. Using ultrafast laser
pulses, excitons in QDs can be individually addressed and
coherently manipulated on a time scale shorter than the typical
dephasing time [4]. The excitons’ strong quantum confinement
in QDs suppresses coupling to the solid-state environment
[5,6] and more importantly, it greatly enhances the Coulomb
interaction/excitonic effect which provides a mean to perform
two-qubit operations [7,8].

In the following, we will consider QDs implemented in a
rotationally symmetric nanowire as illustrated in Fig. 1(a). We
distinguish between two types of QDs. In type-I QDs, the band
gap of one material is contained entirely within that of another.
In this case, both the electron and the hole are confined in the
material with the narrower band gap as shown in Fig. 1(b)
for the double quantum dot (DQD) configuration. However,
in the recently emerging type-II QD systems [9], both the
conduction and the valence band edges of one material lie
above the corresponding edges of the neighboring material,
which typically results in the electron and hole being confined
in different regions as shown in Fig. 1(c). In this configuration,
the electron is confined inside the QDs, with equal probability
to be found in each of them, while the hole is confined between
QDs. This spatial distribution of the electron and the hole on
different sites leads to a reduced electron-hole overlap and a
smaller oscillator strength of the exciton in these structures
compared to that of type-I QDs [10].

When encoding the qubits on the excitons of neighboring
QDs, two-qubit operations can be performed using controlled
interaction of the excitons in the QDs. In the type-I DQD
configuration, the interaction between two excitons confined
to different QDs as shown in Fig. 1(b) is weak even when
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two QDs are in close proximity to each other, and an external
electric field is needed in these systems to make the excitons
interact with each other [11]. In contrast, in a type-II DQD
structure, since the hole state is confined between two QDs
as illustrated in Fig. 1(c), interaction is possible even in the
absence of an external electric field or when the QDs are far
from each other. This feature makes type-II QDs a promising
structure for implementing quantum gates.

Extensive studies of exciton properties in type-I QDs
have been conducted [12–14], and exploitation of type-I QD
structures for quantum gate operations have been proposed
[7,15,16]. However, studies of the optical properties of type-II
QDs have only recently been initiated [17–20], and a detailed
scheme for using type-II QDs for implementing quantum gates
has not yet been proposed to the best of our knowledge.

In this paper we report the optical properties of type-II
crystal-phase QDs in an InP nanowire. Figure 2(a) shows a
scanning electron microscope (SEM) image of InP nanowire
samples, while Fig. 2(b) illustrates crystal-phase QDs in a
single nanowire. The QDs are formed by a transition in the
crystallographic lattice of the InP material between the zinc
blende and wurtzite crystal phases. The transitions between the
two phases are induced using temperature control during the
growth process [21]. This structuring, with the same material
composition of InP everywhere, can be made with atomic
monolayer precision, and this good control of the geometry
makes crystal-phase QDs suitable systems for engineering
QD-based functionalities such as quantum gates [22,23].

The accurate modeling of excitons in a QD-nanowire
system taking into account detailed electronic band structures
is possible using methods such as multiband k · p theory,
ab initio, and tight-binding calculations [21,24,25]. However,
in this work we perform geometrical parameter sweeps
to analyze and optimize the device performance, and for
this reason we prefer to use a less demanding single-band
model based on the envelope function and effective mass
approximations. We include Coulomb interaction in our model
by employing a full configuration-interaction description of the
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(a)

FIG. 1. (a) The nanowire geometry in the double quantum dot
(DQD) configuration. The conduction and valence band potential
profiles along the nanowire z axis for (b) type-I and (c) type-II DQD
geometries.

few particle electron-hole system within the dipole approxi-
mation. Coulomb interaction is expected to be a dominating
physical effect in the type-II geometries and thus plays a major
role in the design of quantum gate devices [1,7,8,26]. Other
relevant physical effects include strain and piezoelectric effects
as well as polarization fields in the wurtzite phase. However,
it was shown by Faria Jr. et al. [25] that strain and polarization
fields do not have strong influence on the optical properties of
type-II InP crystal-phase QDs, and these effects were for this
reason neglected in their later work [27]. Similarly, we include
Coulomb interaction but exclude all other physical effects to
keep the model as simple as possible for our device design
purposes.

Enhancement of light-matter interaction is very important
for many optical devices [28], such as semiconductor lasers,
single-photon sources, detectors, light-emitting diodes, and
also for quantum information processing devices. The relevant
figure-of-merit in the dipole approximation is the exciton
oscillator strength, which is a dimensionless quantity. In this
work we show that by engineering a DQD nanowire structure,
good spatial confinement of the hole can be restored leading to
an exciton oscillator strength several times larger compared to
that of the single QD (SQD) geometry. These features make the
DQD structure a particularly suitable platform for implement-
ing a quantum gate where the qubits are encoded on neigh-
boring QDs and where the significant oscillator strength is
needed in the gating scheme to enable optical control using the
stimulated Raman adiabatic passage (STIRAP) process [2,29].

The paper is structured as follows. The details of our
model are summarized in Sec. II. We then present results and

FIG. 2. (a) SEM image of InP nanowires. (b) Crystal-phase QDs
formed by zinc blende segments (red) in a wurtzite nanowire [21].

(c)

(b)(a)

FIG. 3. (a) The type-II SQD nanowire structure. (b) Conduc-
tion and valence-band potential energy profiles along the z axis.
(c) Ground-state probability densities |Z1

e (z)|2 and |Z1
h(z)|2 along the

z direction for the electron (hole) in the conduction (valence) band.
The SQD nanowire geometrical parameters in this calculation are:
lNW = 60 nm, hQD = 4 nm, dQD = 40 nm. The material parameters
used in all calculations in this paper are: �Ec = 0.129 eV, �Ev =
0.0646 eV, Eg = 1.474 eV, me = 0.068 m0 and mh = 0.64 m0 [21],
and ε = 12.5 [27].

discuss the limitations of the SQD geometry in Sec. III. The
improved performance of the DQD geometry is presented in
Sec. IV followed by a conclusion in Sec. V. The details of the
derivation of the Coulomb matrix elements and the evaluation
of the Coulomb integrals are presented in Appendixes A and B,
respectively.

II. MODELING COULOMB INTERACTION

We first consider a SQD formed by a thin layer of zinc
blende in a wurtzite nanowire as depicted in Fig. 3(a). We then
express the exciton Hamiltonian as

Ĥ = Ĥh + Ĥe + Ĥc, (1)

where Ĥ(e/h) is the single-particle Hamiltonian for the elec-
tron/hole and the term Ĥc is the Coulomb interaction between
the electron and hole. The representation of this operator in
terms of creation and annihilation operators is [30]

Ĥc =
∫∫

q1q2

4πε

ψ̂
†
e (r)ψ̂†

h(r ′)ψ̂h(r ′)ψ̂e(r)

|r − r ′| d rd r ′. (2)

Here q1 (q2) is the electronic charge of the electron (hole);
ε is the permittivity of the material; ψ̂

†
e (r)[ψ̂†

h(r ′)] is the field
operator which creates an electron (hole) at the position r :
(R,θ,z)[r ′ : (R′,θ ′,z′)]. The single-particle Hamiltonian in (1)
in the effective mass approximation is written in cylindrical
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coordinates as

Ĥk = p̂2
k

2mk

+ V k
T (R,θ ) + V k

QW(z), (3)

where k ∈ e,h is a subscript denoting the electron or hole
respectively, mk is the effective mass that we assume to be
constant in the whole system; p̂k is the three-dimensional
momentum operator; the first term of (3) is the kinetic
energy of the electron (hole); V k

QW(z) and V k
T (R,θ ) are the

decoupled confinement potentials for the electron/hole along
the nanowire z axis and in the transverse plane, respectively.
We approximate the transverse confinement potential by a hard
wall potential:

V k
T (R,θ ) =

{
0 R <= dQD/2,

∞ R > dQD/2,
(4)

where dQD is nanowire diameter [cf. Fig. 3(a)]. In the following
we consider circularly symmetric InP wurtzite nanowires [21]
exclusively. While nanowires with hexagonal cross sections
have also been reported [25,27], their individual treatment is
beyond the scope of this work.

Using separation of variables in the rotationally sym-
metric system, the single-particle states are written as
φnlm

k (r) = Zn
k (z)Rlm

k (R,θ ). By solving Schrödinger’s equation
Ĥkφ

nlm
k (r) = Enlm

k φnlm
k (r), the transverse part of the single-

particle states is found as Rlm(R,θ ) = AJm(λm,lR)eimθ with
A being a normalization constant and λm,l the lth-order zero
of the Bessel function of the first kind Jm(x) of order m.
The wave function along the z axis Zn

k (z) with the potential
V k

QW(z) being the single-well band structure shown in Fig. 3(b),
is a piecewise function defined differently in each region of
the nanowire. The ground-state probabilities of the electron
|Z1

e (z)|2 and the hole |Z1
h(z)|2 are shown in Fig. 3(c). We see

that the single-particle hole wave function is mainly localized
in the wurtzite material surrounding the QD, with the infinite
potential at the nanowire edges shown in Fig. 3(b) being the
only confining potential of the single-particle hole state in the
SQD nanowire structure.

Our approach for the description of the exciton state is a full
configuration-interaction calculation in which the Coulomb
Hamiltonian Ĥc in (2) is expanded within the Hilbert space
spanned by the lowest energy single-particle electron and hole
states. Then, the exciton eigenstates 	exc(rh,re) and energies
Eexc are obtained by direct diagonalization of the Hamiltonian
matrix H (see Appendixes A and B). The μth excitonic
eigenstate is then given by

	μ
exc(re,rh) =

∑
i,j

C
μ

ijφ
i
e(re)φj

h(rh), (5)

where C
μ

ij are the elements of the μth eigenvector of the
Hamiltonian matrix, and i and j are indices summarizing the
quantum numbers (nlm) of the single-particle electron and
hole states, respectively.

We truncate the Hilbert space of the single-particle electron
and hole states in our calculation while ensuring that enough
states are included to achieve convergence. For larger struc-
tures, the energy spacing of the single-particle states decrease,
and an increasing number of higher-order single-particle
electron and hole states are needed to correctly represent the

FIG. 4. Ground-state exciton probability density |	exc(rh,re)|2
for Re = Rh = 0 in the (a) presence and (b) absence of Coulomb
interaction. Exciton probability for ze = zh = θe = θh = 0 in the
(c) presence and (d) absence of Coulomb interaction. The geometrical
parameters of the SQD nanowire are dQD = 40 nm, hQD = 4 nm, and
lNW = 60 nm.

ground-state exciton wave function and energy as discussed in
Appendix B.

The material parameters are listed in the Fig. 3 caption and
are taken from [21]. Since the dielectric discontinuity between
the two crystal phases is small [27], we use a single constant
value of ε in the entire nanowire.

III. THE SINGLE QUANTUM DOT GEOMETRY

The ground-state exciton probability density |	exc(rh,re)|2
at Re = Rh = 0 for the SQD geometry is shown in Figs. 4(a)
and 4(b) in the presence and absence of Coulomb interaction.
We observe that without Coulomb interaction, the hole part
of the exciton wave function is spread all over the nanowire.
In the presence of Coulomb interaction, the hole is attracted to
the electron leading to a hole confined to the surroundings
of the QD. Figures 4(c) and 4(d) present the wave function
|	exc(rh,re)|2 for ze = zh = θe = θh = 0 which corresponds
to the radial distribution of the exciton wave function with
and without Coulomb interaction, respectively. The figures
indicate that Coulomb interaction confines the exciton state
in the center of the nanowire, which reduces the influence of
unwanted surface potentials due to fabrication imperfections.

We also calculate the exciton oscillator strength, all light
polarizations included, given by [13]

OS = 2|pcv|2
m0Eexc

∣∣∣∣
∫

	exc(r,r)d r

∣∣∣∣
2

, (6)

where m0 is the free electron mass and pcv is the transition
matrix element. Figures 5(a) and 5(b) show the normal-
ized oscillator strength OSN vs exciton energy Eex in the
case of including and neglecting the Coulomb interaction,
respectively. The normalized exciton oscillator strength is
defined as OSN = OS/OS0 where OS0 = 2|pcv|2/m0Eexc

and Eex = Eexc − Eg . A closer comparison of the figures
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FIG. 5. Normalized oscillator strength in the lowest-energy part
(a) when including Coulomb interaction and (b) in the absence of
Coulomb interaction. The SQD nanowire geometrical parameters are
dQD = 32 nm, hQD = 4 nm, and lNW = 90 nm.

reveals that the Coulomb interaction is important and should
not be neglected: The notable effects are: (1) The attractive
Coulomb interaction causes a red shift of the exciton transition
energies of around 10 meV, which is the exciton binding
energy. (2) The Coulomb interaction results in an increase
of the ground-state exciton OSN value of more than a factor
of 20 compared to the case without Coulomb interaction.
(3) While the expansion of the ground-state exciton in the
absence of Coulomb interaction simply includes the ψ100

e ,ψ100
h

single-particle components, in the presence of Coulomb
interaction the dominating contributions in the expansion are
the ψ100

e ,ψ300
h and ψ100

e ,ψ500
h components. (4) The energy

difference between the ground exciton state and the first-
excited exciton state considerably increases in the presence
of Coulomb interaction. It is important because it means there
will be less pure dephasing of the ground state due to the virtual
phonon decoherence processes [31].

To investigate the influence of the nanowire boundaries on
the excitonic properties, we vary the length of the nanowire
and study the spatial extent of the electron and hole parts
of the wave function. We define the exciton sizes Sze/Szh

such that the electron/hole part of the exciton probability
is 0.001 of its maximum value along the ze/zh axis when
Re = Rh = 0, see Fig. 4(a). Now, Fig. 6(a) reveals that Szh is
increasing linearly with the nanowire length lNW up to ≈60 nm
after which the size assumes a constant value independent
of the nanowire length. Whereas for smaller nanowires the
hole confinement is defined by the nanowire boundary, for
lNW > 60 nm the confinement mechanism along the nanowire
axis is thus dominated by Coulomb attraction to the localized
electron. The dependence of the normalized oscillator strength
OSN and energy Eex of the ground-state exciton as a function
of the nanowire length is presented in Fig. 6(b). We observe
that these parameters also assume length-independent values
for nanowire lengths above ≈60 nm similarly to the exciton
size in Fig. 6(a). We conclude that when the nanowire length
is larger than the exciton hole size along the z axis, the exciton
properties become independent of lNW.

The dependence of the ground-state exciton OSN as a
function of the nanowire diameter is shown in Fig. 7. When
increasing the QD diameter, the electron and hole have
more space to move around and the lateral extension of the
exciton increases, which means that the overlap integral in (6)
increases and, in turn, the oscillator strength. While a large
diameter initially appears attractive, on the other hand, by

FIG. 6. (a) Hole part of the exciton size Szh. (b) Exciton energy
Eex and normalized oscillator strength OSN as a function of the
nanowire length lNW for the ground-state exciton. The SQD nanowire
geometrical parameters are dQD = 40 nm and hQD = 4 nm.

increasing the QD diameter the energy separation �E between
the ground-state exciton and first-excited state decreases, as is
shown in Fig. 7. For a nanowire of diameter above ≈60 nm
(with hQD = 4 nm), the difference �E becomes smaller than
1 meV, which makes it more challenging to experimentally
address the ground-state exciton [31]. This is the first reason
that here we are only considering nanowires with diameters up
to 60 nm. Furthermore, for sufficiently large diameters, where
the exciton size is no longer small compared to the optical
wavelength, the dipole approximation breaks down leading to
a stabilization of the oscillator strength for increasing diameter
[32]. However for the nanowires with dQD < 60 nm considered
in this paper, the dipole approximation is valid and the oscilla-
tor strength increases with diameter as also observed in [32].

The dependence of the exciton sizes Sze and Szh along
the electron and hole z axes as function of QD height hQD

is presented in Fig. 8(a). When hQD decreases, the electron
is pushed out of the QD and the exciton electron size Sze

FIG. 7. Ground state exciton normalized oscillator strength OSN

and energy separation between the ground-state exciton and first-
excited state �E as function of the QD diameter dQD. The SQD
nanowire geometrical parameters are lNW = 90 nm and hQD = 4 nm.
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FIG. 8. (a) Hole and electron part of the exciton sizes Szh and
Sze and (b) normalized oscillator strength OSN as a function of the
QD height hQD for the ground-state exciton. The SQD nanowire
geometrical parameters are lNW = 90 nm and dQD = 20 nm.

increases. In the limit when hQD → 0, the electron is strongly
delocalized from the QD. This explains why, by decreasing
hQD, the exciton OSN increases as observed in Fig. 8(b): By
decreasing hQD, the probability of finding the electron and hole
on the same site increases, leading to a larger overlap integral
(6) and, in turn, an improved oscillator strength.

While a large exciton oscillator strength can clearly be
obtained using a large diameter dQD or a small QD height
hQD, we note that in both cases a spatially large exciton is
obtained with small energy separation to the first higher-order
state. We thus conclude that the SQD geometry is not ideal
for quantum gating applications. In the next section, we show
that by engineering a DQD nanowire structure, it is possible
to improve the exciton oscillator strength while maintaining a
spatially well-confined profile.

Finally, while a symmetric nanowire geometry in which the
QD is placed in the center of the nanowire was considered for
all the SQD calculations presented in this section, for realistic
SQD nanowires the QD may not be positioned exactly in
the center. However, we have demonstrated that the exciton
is confined by the Coulomb interaction for nanowire lengths
above ≈60 nm. Thus, for a QD separated by more than 30 nm
from the closest nanowire termination, the asymmetry is not
expected to play any role.

IV. THE DOUBLE QUANTUM DOT STRUCTURE

While excitons in isolated QDs are generally limited to
one or two qubit operations, the need for scalable qubit
arrays has led to proposals of few-QD nanostructures like
DQDs for physical realization of universal quantum logic
gates [33,34]. Additionally, pairs of vertically aligned type-I
QDs for optically driven solid state quantum gates [35–37]

(a) (b)

FIG. 9. (a) The type-II DQD nanowire structure. (b) Probability
functions along the nanowire z axis for the ground-state electron in
the conduction-band |Z1

e (z)|2 and for the lowest-energy bound-state
hole in the valence-band |Zb

h(z)|2. The DQD nanowire geometrical
parameters are lNW = 60 nm, hQD1 = hQD2 = 4 nm, I = 8 nm, and
dQD = 20 nm.

have been suggested. We will now show that type-II DQDs
in nanowires are also promising for implementing optically
controlled quantum gates.

In the DQD nanowire structure shown in Fig. 9(a), the
single-particle electron states are confined to the QDs as
for the SQD configuration. Additionally, most single-particle
hole states are predominantly localized in the outer nanowire
regions surrounding the QDs. However, there are a few
single-particle hole states which mainly are localized in the
barrier region between two QDs, which we in the following
refer to as bound-state holes. The wave functions for the single-
particle ground-state electron and lowest-energy bound-state
hole are shown in Fig. 9(b), and we observe that the DQD

FIG. 10. (a) Normalized oscillator strength OSN for the lowest-
energy bound-state exciton. (b) Size Szh along the zh axis and Sze

along the ze axis as a function of inner dot separation I . The DQD
nanowire geometrical parameters are lNW = 90 nm, dQD = 52 nm,
and hQD1 = hQD2 = 4 nm.
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FIG. 11. Normalized oscillator strength OSN and energy Eex

as a function of the nanowire diameter dQD for the lowest-energy
bound-state exciton. The DQD nanowire geometrical parameters are
lNW = 90 nm, hQD1 = hQD2 = 4 nm, and I = 2.8 nm.

configuration allows for significantly improved electron-hole
overlap as compared to the SQD configuration due to the strong
localization of both the electron and the hole wave functions
to the inner DQD region.

We first study the influence of the inner dot separation
distance I on the exciton properties. The normalized oscillator
strength of the lowest-energy bound-state exciton OSN as a
function of I is presented in Fig. 10(a). We observe an optimum
value of I where the best trade-off between bound-hole leakage
through the QD barriers and electron state penetration into the
central barrier is obtained. Here the OSN value of the exciton
transition is maximized and is more than 4 times larger than
that of the ground-state exciton in a SQD nanowire for the
same values of hQD and dQD. Figure 10(b) shows the exciton
electron and hole sizes along the ze and zh axes. We observe
that the exciton is significantly more localized along the zh axis
compared to the SQD nanowire [cf. Fig. 8(a)]. This feature of
the DQD nanowire is a main asset making it highly suitable as
a platform for optically controlled quantum gates.

The dependence of the bound exciton normalized oscillator
strength OSN and energy Eex on the QD diameter dQD is
depicted in Fig. 11. As for the SQD geometry, we observe that
OSN increases with diameter within the dipole approximation.
By choosing a DQD nanowire of ≈50 nm, we can achieve a
large oscillator strength, which is a key parameter in quantum

FIG. 12. The exciton normalized oscillator strength in the
lowest-energy part. The DQD nanowire geometrical parameters are
lNW = 90 nm, hQD1 = hQD2 = 4 nm, I = 2.8 nm, and dQD = 36 nm.

FIG. 13. The bound-state exciton normalized oscillator strength
OSN as a function of the difference between the height of the two
quantum dots in the DQD structure �hQD = hQD2 − hQD1. The DQD
nanowire geometrical parameters are lNW = 90 nm, I = 2.8 nm,
dQD = 36 nm, and hQD1 = 4 nm.

gates. Again, the diameter should be chosen as a trade-off
between large oscillator strength and sufficient energy level
difference between the exciton and the first higher order bound-
state exciton as discussed in Sec. III.

The exciton normalized oscillator strength in the lowest en-
ergy part for the DQD configuration is presented in Fig. 12. We
observe a dominating peak at ≈78 meV, which corresponds to
the lowest-energy bound-state exciton. The oscillator strength
of the bound exciton is thus much stronger than other excitonic
transitions in the lowest-energy part of the excitonic spectrum
for the DQD structure. This feature makes selective excitation
of the bound-state exciton feasible in experiments. Also since
the real-space overlap between the interesting bound-state
exciton and close-in-energy unbound-state excitons is small,
phonon decay processes can be neglected [5].

For realistic structures, asymmetry of the DQD geometry
can occur due to a nonideal fabrication process. We study in
Fig. 13 the influence of the QDs height difference �hQD =
hQD2 − hQD1 on the oscillator strength of the lowest energy
bound-state exciton for a fixed QD1 height of hQD1 = 4 nm.
We observe that upon increasing the height of QD2 by 0.5 nm
the oscillator strength decreases by 6%, while a height decrease
by 0.5 nm leads to an increase of the oscillator strength by 2%.

V. CONCLUSION

Using an efficient method based on a configuration-
interaction description, we have analyzed the main properties
of excitons in type-II single and double quantum dots in
nanowires. Energy spectra, oscillator strengths, and electron
and hole exciton sizes have been calculated as a function of all
relevant geometrical parameters.

The Coulomb interaction is sufficient to bind the hole part of
the exciton to the QD in a single-quantum dot geometry, such
that the exciton properties become insensitive to the length
for nanowire lengths larger than the exciton size. However,
in the single-quantum dot geometry the oscillator strength of
the ground-state exciton is significantly reduced compared to
a type-I system. While the oscillator strength of the exciton
transition in a single-quantum dot in the limit of infinitely small
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QD height increases, the exciton is not spatially confined to
the QD and thus not suitable for quantum gate applications.

We have then proposed a double-quantum dot structure for
which the exciton oscillator strength can be increased to more
than four times its value compared to that of a single-quantum
dot nanowire while the exciton remains well-confined to
the double-quantum dot region. This structure featuring a
combination of separated electron and hole localization and
a large exciton oscillator strength represents a promising
platform for implementing two-qubit quantum gates.
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APPENDIX A: COULOMB MATRIX ELEMENTS

To calculate the matrix elements of Hc in (2), the action
of the Coulomb Hamiltonian on a state vector should be
evaluated. For this purpose, we write a state vector using field
operators as

|φ〉 =
∫

d rφ(r)ψ̂†(r) |0〉 =
∫

d rφ(r) |r〉 . (A1)

By applying the annihilation field operator on the state
vector and by using the commutation relation for the field
operators [ψ̂(r),ψ̂†(r ′)] = δ(r − r ′), we obtain

ψ̂(r) |φ〉 =
∫

d r ′φ(r ′)ψ̂(r)ψ̂†(r ′) |0〉 = φ(r) |0〉 . (A2)

The matrix elements of the Hamiltonian operator Ĥc in (2)
can then be evaluated as

〈i ′j ′| Ĥc |ij〉 = q1q2

4πε

∫∫
〈i ′j ′| ψ̂

†
e (r)ψ̂†

h(r ′)ψ̂h(r ′)ψ̂e(r)

|r − r ′| |ij〉

× d rd r ′. (A3)

In the above expression, we first evaluate the annihilation
operators acting on the two-particle state vector

ψ̂h(rh)ψ̂e(re) |ij〉 =
∫

d re

∫
d rhφ

i
e(re)φj

h(rh)ψ̂h(r ′)ψ̂e(r)

× ψ̂†
e (re)ψ̂†

h(rh) |0〉 . (A4)

Since we have

ψ̂h(r ′)ψ̂e(r)ψ̂†
e (re)ψ̂†

h(rh) |0〉 = δ(r − re)δ(r ′ − rh) |0〉 ,

(A5)

Eq. (A4) can be simplified as

ψ̂h(r ′)ψ̂e(r) |ij〉 = φi
e(r)φj

h(r ′) |0〉 . (A6)

Similarly for the bra parts we obtain

〈i ′j ′|ψ̂†
e (r)ψ̂†

h(r ′) = {ψ̂h(r ′)ψ̂e(r)|i ′j ′〉}†

= 〈0|φi ′∗
e (r)φj ′∗

h (r ′). (A7)

By replacing (A6) and (A7) and q1 = −e and q2 = e in
(A3), the matrix elements become

〈i ′j ′| Ĥc |ij〉 = −e2

4πε

∫∫
φi ′∗

e (r)φj ′∗
h (r ′)φi

e(r)φj

h(r ′)
|r − r ′| d rd r ′.

(A8)

APPENDIX B: CALCULATION OF
THE COULOMB INTEGRAL

In this Appendix we discuss the calculation of the (A8)
integral. Its evaluation is not straightforward due to the
divergence at r = r ′. However, we can write 1

|r−r ′| as a
generating function [38] of circular cylindrical harmonics as

1

|r − r ′| =
∞∑

s=−∞
eis(θ−θ ′)

∫ ∞

0
Js(kR)Js(kR′)e−k|z−z′ |dk.

(B1)

By inserting (B1) and the single-particle state vectors φnlm
k

as discussed in the main text into (A8), and subsequently
integrating over θ and summing over s, the Coulomb integral
(A8) becomes

〈i ′j ′| Ĥc |ij〉 = −e2

4πε
δmi−mi′ ,mj ′ −mj

×
∫∫∫

z,z′,k
dkdzdz′e−k|z−z′ |Zni′ ∗

e (z)

×Z
nj ′ ∗
h (z′)Zni

e (z)Z
nj

h (z′)

×
∫

R

RdRJmi−mi′ (kR)Rli′ ,mi′ ∗
e (R)Rli ,mi

e (R)

×
∫

R′
R′dR′Jmj ′ −mj

(kR′)

×R
lj ′ ,mj ′ ∗
h (R′)Rlj ,mj

h (R′). (B2)

Now the integral is separated and can be evaluated numer-
ically. The integrals over R, R′, z, and z′ are straightforward.
The remaining one-dimensional integral over k is performed by
first truncating the integral using a cut-off kcut and subsequently
discretizing it with a discretization step �k. When introducing
the truncation and the discretization, careful convergence
studies are required. Typical convergence studies for the
cut-off kcut and the discretization step �k are presented in
Fig. 14. Here we study the ground-state exciton energy (the
lowest eigenvalue of the Hamiltonian matrix) and its oscillator
strength, which is calculated using the Hamiltonian matrix
eigenvector corresponding to the lowest eigenvalue and using
the single-particle states according to (5) and (6). Additionally,
Fig. 15 shows a typical convergence study of the exciton
oscillator strength and energy as function of the number NT

which is equal to NT e (NT h) of in-plane transverse electron
(hole) single-particle states [Rlm

k (R,θ )] for two diameters
dQD = 32 nm and dQD = 40 nm.

The figure reveals that the ground-state exciton energy Eex

converges much faster than the OSN : The variation of the
exciton OSN is around 200% in the total interval considered,
whereas the variation for the exciton energy is less than 2%.
As the QD diameter increases, the energy spacing between
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FIG. 14. Convergence study of the ground-state exciton OSN and
Eex as function of (a) �k with kcut = 1 nm−1 and as function of (b) kcut

with �k = 0.01 nm−1. The SQD nanowire geometrical parameters
are lNW = 70 nm and hQD = 4 nm. We consider two cases with dQD =
32 nm (crosses) and dQD = 40 nm (pluses).

the single-particle electron and hole states in the transverse
in-plane direction become comparable or smaller than the
ground-state exciton binding energy and we need to include

FIG. 15. Convergence study of the ground-state exciton OSN

and Eex on the number NT = NT e = NT h of in-plane transverse
single-particle electron (hole) states for two diameters dQD = 32 nm
(crosses) and dQD = 40 nm (pluses). The SQD nanowire structure
parameters are lNW = 70 nm and hQD = 4 nm. In this calculation we
considered Nze = 2 and Nzh = 20 for the single-particle electron and
hole states along z axis, respectively, and we have �k = 0.01 nm−1

and kcut = 1 nm−1.

more in-plane single-particle states in the calculation: Closer
inspection of Fig. 15 reveals convergence is slower for the
dQD = 40 nm diameter than for the dQD = 32 nm case. The
same argument also applies for other geometrical parameters
like the nanowire length. As the nanowire length increases, the
energy spacing of the single-particle hole states along the z axis
is reduced and additional higher single-particle hole states in
z direction contribute to the ground-state exciton wave function
and energy. Similarly, for QDs of increasing height, the energy
separation of the single-particle electron states is reduced and
more states are needed to obtain convergence.
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