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Origin of temperature-induced luminescence peak shifts
from semipolar (1122) InxGa1−xN quantum wells
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Observed temperature-induced peak shifts in photoluminescence (PL) originating from InxGa1−xN single
quantum wells grown on semipolar (1122) GaN bulk substrates are discussed in terms of a numerical exciton
hopping model based on the Monte Carlo method. The experimentally observed PL peak shifts cannot be
reproduced by conventional simulation models developed for the polar (0001) plane, where the recombination
lifetime is assumed to be temperature independent, and blue-shifts in PL signal are found to be induced by exciton
thermal repopulation. Therefore, we incorporate temperature-dependent radiative and nonradiative recombination
processes into the model, in which temperature-induced reductions in recombination lifetimes effectively limit
the exciton motion. This model is found to be a much better fit for the data, indicating that, in addition to the
thermal repopulation process, the reduction of lifetime with increasing temperature can also contribute to the
PL blue-shift because shortened lifetimes suppress the exciton motion and therefore produce smaller Stokes
shifts. We propose that the dominant factor responsible for the PL blue-shifts depends on the degree of potential
fluctuation.
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I. INTRODUCTION

Ternary and quaternary alloys of III-nitride semiconductors
are key materials for many device applications, such as
light-emitting diodes [1,2], laser diodes [3,4], and solar cells
[5] in the infrared-to-ultraviolet spectral range. Their optical
and electrical properties are inevitably influenced by random
fluctuations in alloy composition, the widths of the quantum
wells (QWs), and strain, and these effects have been studied
extensively. One remarkable feature is that the emission is
generated via radiative recombination of excitons localized in
the lower-energy states in the potential fluctuation [6,7]. The
exciton localization induces a unique temperature dependence
of the luminescence peak: S-shaped peak shifts have been
observed for polar InxGa1−xN (Refs. [8–11]) and AlxGa1−xN
(Refs. [12–14]) alloys, and are explained as follows: a
temperature increase in the low-temperature range causes
exciton transfer to lower-energy states (red-shift) because the
excitons localized in the disordered potential gain thermal
energy. A further temperature increase repopulates excitons to
higher-energy states (blue-shift) according to a Bose-Einstein
distribution. At sufficiently high temperatures, the peak energy
shifts toward lower energy (red-shift) due to the temperature
dependence of the band-gap energy.

Experimentally observed temperature dependencies of
photoluminescence (PL) peak energies and their full widths
at half-maximum (FWHMs) have been analyzed by Monte
Carlo simulations of phonon-assisted exciton hopping in in-
homogeneously distributed localization states [10,13,15–21].
This method has been used widely, not only for III-
nitride semiconductors [10,13,17], but also for other III-V
(Refs. [18,19]) and II-VI (Refs. [20,21]) species. However,
previous reports have assumed a constant recombination
probability irrespective of temperature and energy, which may
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significantly affect the degree to which they can reproduce
the experimental results (examples are shown in Sec. IV.) In
fact, Langer et al. [22] have recently reported that the energy
dependence of radiative lifetimes due to polarization fields can
also produce the S-shaped PL shift in polar InxGa1−xN QWs.

Here, we demonstrate the impact of the temperature
dependence of exciton recombination lifetimes on the PL
peak energies and FWHMs originating from InxGa1−xN
QWs. Exciton lifetimes are generally determined by radiative
and nonradiative lifetimes, and are thus quite sensitive to
temperature. With increasing temperature, the PL decay time
tends to decrease due to the increased contribution of a
nonradiative recombination component [23]. In addition, the
reduced exciton lifetime hinders the exciton hopping motion
and reduces the Stokes shift, which may also result in the blue-
shift. Although Cho et al. [9] have suggested this mechanism
for the experimentally observed temperature dependence of
PL peaks from (0001) InxGa1−xN QWs, evidence based on
quantitative discussion has yet to be produced.

The samples used in this study are semipolar (1122)
InxGa1−xN single QWs (SQWs) with various In compositions
and QW widths. The PL peak shifts from these SQWs exhibit
various temperature-dependent features, such as monotonous
red-shifts or S-shaped shifts. Interestingly, these experimental
results cannot be reproduced by the exciton hopping model
without including a consideration of the temperature-induced
change in the exciton lifetimes. Therefore, it may be concluded
that both the thermal repopulation process and the temperature
dependence of the recombination lifetime play key roles in
determining the PL temperature dependencies; additionally,
we demonstrate that the dominant factor causing the PL peak
shifts varies, depending on the degrees of inhomogeneity and
exciton lifetime variation.

This paper is composed of seven sections. In Sec. II,
the widely accepted theoretical descriptions of luminescence
properties in disordered materials are briefly reviewed. In
Sec. III, details of the sample structures and experimental
procedures are presented. In Sec. IV, the experimental results
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for polar (0001) and semipolar (1122) InxGa1−xN/GaN SQWs
are compared with theoretical predictions described in Sec. II.
It is demonstrated that the simulations do not necessarily
agree well with the experiments and, thus, another model that
considers temperature-induced lifetime variations is developed
in Sec. V, which is shown to achieve quantitative agreements
with all of the experimental results. Furthermore, the decisive
factors of the temperature-induced peak energy variation are
discussed in Sec. VI; finally, Sec. VII summarizes our study.

II. THEORETICAL CALCULATIONS

This section briefly presents theoretical treatments for the
temperature dependence of PL peak energies and FWHMs,
based on the exciton hopping model. A disordered potential
induced by fluctuations in, for example, alloy composition and
QW width gives rise to a low-energy tail in the density of states,
which affects the recombination dynamics of electrons and
holes. For GaN-based III-nitride semiconductors, excitons,
which are quasiparticles composed of electron-hole pairs, must
be considered because the exciton binding energy is larger
than the thermal energy, even at room temperature (RT) [24].
In this situation, an exciton can be treated as a single particle
moving in an effective disordered potential. Because excitons
coupled with the phonon system can move both spatially and
energetically [25], the resulting PL spectra are located at a
lower energy than the absorption spectra, which is referred to
as the Stokes shift.

As a result of temperature-induced variation of the exciton
motion in an inhomogeneous potential distribution, the PL
peak energies and FWHMs vary anomalously with temper-
ature. It has often been reported that such behaviors can be
quantitatively analyzed by a two-dimensional (2D) Monte
Carlo simulation of the hopping process [15,16], as described
below.

Initially, recombination sites with a sheet density N and
a random distribution of potential energies are prepared.
The potential energy distribution [D(E)] is assumed to be
expressed by a Gaussian function

D(E) ∝ exp

[
− (E − E0)2

2σ 2

]
, (1)

where E0 is the mean potential energy and σ is the standard
deviation describing the energy scale of the potential fluctua-
tion. Photogenerated excitons with excess energy are assumed
to instantly relax to the band edge and evenly occupy the
recombination sites described by Eq. (1).

The phonon-assisted hopping rate between two energy
states (νi→j ) is described by the Miller-Abrahams tunneling
rate [26]

νi→j = ν0 exp

(
−2rij

α
− Ej − Ei + |Ej − Ei |

2kBT

)
, (2)

where Ei and Ej are the energies of sites i and j , respectively,
rij is the distance between the two sites, α is the decay length
of the localized exciton center-of-mass wave function, ν0 is
the attempt-to-escape frequency, and kB is the Boltzmann
constant. For each generated exciton, the hopping process
is terminated by recombination with a rate τ−1

0 . Here, τ0 is
usually assumed to be independent of temperature and energy
(as described later in Sec. IV, this assumption is not always
valid.) The emission spectrum S0(E) is produced by counting
the number of excitons as a function of the energy at which
recombination takes place. The simulation results depend on
the spatial and temporal parameters represented by Nα2 and
τ0ν0, respectively.

To see the influence of potential fluctuation on the emission
properties, emission spectra were simulated for some σ values.
Figure 1 presents (a) FWHMs and (b) Stokes shifts estimated
from the simulated spectra as functions of temperature. The
FWHM [Fig. 1(a)] shows an initial increase and subsequent
saturation with temperature. Although exciton thermal repop-
ulation can occur at any temperature, the initial increase in the
FWHMs suggests that the thermal energy is not sufficient for
excitons to reach the higher-energy states within the potential
energy distribution, while the subsequent saturation suggests
that excitons can reach nearly all of the states, resulting in
peaks with FWHMs equal to those of the potential energy
distribution (=2

√
2 ln 2σ ); note that larger σ values heighten

the transition temperature between these two conditions. As
for the Stokes shift, as seen in Fig. 1(b), the observed
initial increase (i.e., red-shift in luminescence) indicates that,
in the low-temperature regime, exciton repopulation occurs

0 100 200 300
0

50

100

Temperature (K)

F
W

H
M

 (
m

eV
)

0 100 200 300
0

100

200

S
to

ke
s 

S
h

if
t 

(m
eV

)

Temperature (K)

 σ = 90 meV
 σ = 50 meV
 σ = 30 meV
 σ = 15 meV

(a) (b)

FIG. 1. Examples of simulations for (a) PL FWHMs and (b) Stokes shifts as functions of temperature. The selected σ values are 15 meV
(triangles), 30 meV (circles), 50 meV (inverse triangles), and 90 meV (diamonds); other parameters are τ0ν0 = 1 × 105 and Nα2 = 1. Solid
lines are used as a visual guide.
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FIG. 2. Schematic diagram of double-scaled potential fluctua-
tions. The regions in which excitons are mobile are characterized
by the potential energy distribution D(E) with σ . This short-range
inhomogeneity superimposes on a long-range inhomogeneity with �.

predominantly toward lower energies, while above a certain
temperature, the Stokes shift decreases (i.e., blue-shift in
luminescence) due to the thermal repopulation of excitons.
Again, it is noteworthy that larger σ values increase the
temperature at which the maximum Stokes shift is observed
because excitons need larger thermal energy to overcome the
higher potential barrier caused by the larger values of σ .

To quantitatively fit to the experimentally observed
FWHMs, an additional long-range inhomogeneous-broad-
ening parameter � should be introduced [13]. Figure 2 presents
schematic images of fluctuations in the double-scaled potential
profiles. It is assumed that the exciton hopping motion is
restricted within a region characterized by the potential energy
distribution with σ , and that the spatial scale of � is sufficiently
larger than that of the exciton motion. In fact, the use of
both scanning near-field optical microscopy (SNOM) and
conventional optical microscopy has revealed the coexistence
of ∼μm scale and ∼100 nm scale fluctuations in QWs of
InxGa1−xN (Refs. [11,27–30]) and AlxGa1−xN [31], and that
excitons are mobile within the smaller-scale fluctuations. The
resultant spectral shape S(E) can be written as

S(E) =
∫

S0(E′)G(�,E − E′)dE′, (3)

where G(�,E) is a Gaussian function with deviation �.
The FWHM values estimated from Eq. (3) as a function
of temperature [�inh(T )] can adequately reproduce the ex-
perimental FWHMs in a relatively low-temperature range
where the FWHM increases with temperature. However, with
further increases in temperature, the experimental FWHM
values become larger than those predicted theoretically be-
cause interactions with phonons become dominant. Thus, the
total FWHM as a function of temperature �total(T ) can be

written as

�total(T ) = �inh(T ) + �ph(T )

= �inh(T ) + βT + γ

exp (h̄ωLO/kBT ) − 1
, (4)

where �ph(T ) is an FWHM component determined by interac-
tion with phonons, and β and γ represent the exciton/carrier
coupling strengths with acoustic and longitudinal optical (LO)
phonons, respectively [32]. The contributions from acoustic
phonons (βT ) are generally observable at low temperatures,
but tend to be obscured by the broadening described in Eq. (3).
For LO phonons, we assume that the LO phonon energy (h̄ωLO)
of InxGa1−xN can be interpolated linearly from the related
materials GaN (91.3 meV) (Ref. [33]) and InN (73.5 meV)
(Ref. [34]). In our analyses of luminescence from polar
(0001) SQWs, we used β = 0.013 meV/K and γ = 0.47 eV,
as reported for (0001) GaN (Ref. [35]) because there are no
reliable data for InN. For the semipolar (1122) SQWs, there
have been no data reported for these parameters, and therefore
values of β = 0.035 meV/K and γ = 0.75 eV, which have
been reported for a nonpolar InxGa1−xN SQW [30], were
used, independent of the samples. These values were able
to suitably reproduce the experimentally obtained temperature
dependence of FWHMs for both polar and semipolar QWs.
It should be noted that the strength of an electron-phonon
interaction depends on properties of the QWs such as built-in
potentials. The larger β and γ values for the semipolar
QWs (as well as nonpolar QWs) imply that electron-phonon
interactions are enhanced in the semipolar QWs, most likely
due to the much larger inhomogeneities shown below. The
homogeneous broadening was neglected because its contri-
bution to the FWHM is considerably smaller in comparison
with inhomogeneous broadening. The parameter �total(T ) is
applicable for fitting over the whole temperature range.

Figure 3(a) shows an example of FWHMs calculated as
functions of temperature. The broadening parameter σ was
30 meV, and the �inh(T ) (� = 0 meV), represented by the
open squares, corresponds to the FWHM in Fig. 1(a). The
additional broadening due to long-range inhomogeneity, �,
leads to the offset in the temperature behavior, as shown by
�inh(T ) (� = 20 meV) (filled squares). Further consideration
of the broadening due to phonon interaction can produce the
W-shaped trend in the FWHM values, as has been reported in
various studies [10,17]: this is shown by �total(T ) (half-filled
squares).

In addition to the FWHM, the simulation predicts the Stokes
shift 
EStokes, which is the difference between the PL peak
energy EPL(T ) and the mean potential energy E0(T ):


EStokes(T ) = E0(T ) − EPL(T ). (5)

The temperature dependence of the band-gap energy is
assumed to be described by a Bose-Einstein–type expression
[36]. This produces the expression

E0(T ) = E0(0 K) − 2aB

exp (�/T ) − 1
, (6)

where aB represents the average strength of the exciton-
phonon interaction and � corresponds to the average phonon
temperature. Because the exciton-phonon interaction may
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FIG. 3. Example simulation results for σ = 30 meV. (a) FWHMs as functions of temperature. The solid line represents �ph. The following
plots are shown: �inh with � = 0 meV (open squares), �inh with � = 20 meV (filled squares), and �total (half-filled squares). (b) 
EStokes, E0,
and EPL as functions of temperature. In the calculation, values of τ0ν0 = 1 × 105, Nα2 = 1, and E0(0 K) = 2.800 eV were used.

depend on the properties of the QWs and the potential
fluctuation through the variation in exciton confinement, in
this study, aB and � values are treated as variables in the
ranges of 35–50 meV and 350–450 K, respectively, which lie
within the variation ranges for the reported values from GaN
(Refs. [37–39]) and InN (Ref. [40]).

Figure 3(b) shows an example of a simulated Stokes shift,

EStokes(T ), and PL peak energy [= E0(T ) − 
EStokes(T )]
as functions of temperature. The S shape of the PL peak
energy, which is frequently observed in experiment, is well
reproduced, as shown in the lower panel of Fig. 3(b). In the
fitting procedure below, the fitting parameters σ, �, τ0ν0, Nα2,
and E0(0 K) were used.

III. EXPERIMENTAL PROCEDURES

The samples discussed in this study were grown by metal-
organic vapor phase epitaxy. The substrates were semipolar
(1122) GaN sliced from [0001]-oriented GaN crystals grown
by hydride vapor phase epitaxy. Prior to film deposition, the
substrate surfaces were chemically and mechanically polished.
Initially, 2-μm-thick, unintentionally doped homoepitaxial
GaN layers were grown on the substrates. Then, coherent
InxGa1−xN/GaN SQWs were grown; details of the growth
conditions are described in Ref. [41].

The structural parameters of the SQW samples were
evaluated by x-ray diffraction (XRD) radial scans around
the (1122) symmetric plane, and are summarized in Table I.
To determine the In compositions of the coherently strained
(1122) InxGa1−xN layers, we used a strain model proposed in
Ref. [42]. Samples A and B were violet and green emitters
with estimated In compositions of ∼14% and ∼24%, and well
widths of 4.0 and 2.6 nm, respectively, while samples C to
E had similar In compositions of ∼20%, but different well
widths in the range of 2.0–5.1 nm.

Temperature-dependent PL measurements were performed
using a closed-cycle cryostat to vary the temperatures from

13 to 300 K. The QW layers were selectively excited using
the second harmonic wave of a Ti:sapphire pulse laser with an
emission wavelength of 400 nm. The pulse width and repetition
rate were 1.5 ps and 80 MHz, respectively, and the excitation
energy density per pulse was 1.6 μJ/cm2, which corresponds
to an estimated initial carrier density of 1.4 × 1017 cm−3. The
emissions from the surface normal were projected into a 25-
cm spectrometer and recorded by a charge-coupled device
detector.

PL excitation (PLE) measurements were also performed
at 13 and 100 K. Quasimonochromatic light with a spectral
width of 1 nm was obtained from a Xe lamp dispersed with a
50-cm monochromator. The detection setup was the same as
that for PL. The PLE signals were produced at the emission
peak energies.

To evaluate exciton recombination lifetimes, temperature-
dependent time-resolved PL (TRPL) measurements were per-
formed at temperatures between 5 and 300 K. The excitation
conditions were the same as those for PL, except that different
pulse repetition rates (depending on the particular sample),
selected from 0.8, 4, or 80 MHz using an acousto-optic mod-
ulator, were used to avoid multiexcitation. The TRPL signals
were detected in the direction normal to the surface, using a
streak camera in conjunction with a 30-cm monochromator.

TABLE I. In compositions x and well widths Lw of the semipolar
(1122) InxGa1−xN/GaN SQWs estimated from XRD data. The GaN
cap layers were ∼10 nm thick.

Samples x Lw (nm)

A 0.14 4.0
B 0.24 2.6
C 0.22 2.0
D 0.19 3.8
E 0.21 5.1
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method. The solid lines are included as a visual guide.

The spectral resolution of the detector for all the PL-related
measurements was less than 0.2 nm, which is much narrower
than the PL linewidths.

IV. ANALYSES WITH THE CONVENTIONAL MODEL

The shapes of the PL spectra are slightly asymmetric and
possess low-energy tails, most likely due to merging of LO
phonon replicas. The PL peak energies and FWHMs of the
direct transition components (zero phonon lines) were deter-
mined by fitting multiple Gaussian functions separated by the
LO phonon energy. The FWHM of each Gaussian component
was assumed to be the same. At higher temperatures, the
relative intensities of the side-band components to the main
peak became stronger, which supported the assignment of
these components to the LO phonon replicas.

Figure 4 shows temperature-dependent PL peak energies
and FWHMs from (a) a reference polar (0001) SQW, and
(b) sample A [x = 0.14, well width (Lw) = 4.0 nm] and (c)
sample B (x = 0.24, Lw = 2.6 nm) semipolar (1122) SQWs.
The polar sample is a typical blue emitter with a well width
of ∼3 nm grown on sapphire. The S-shaped peak shift was
clearly observed in the polar sample, and was slightly visible in
sample A. On the other hand, sample B showed a monotonous
red-shift up to RT, rather than S-shaped behavior.

To explain the experimental results, we performed simula-
tions based on the exciton hopping model described in Sec. II.
Initially, the temperature dependence of FWHMs was fitted,
and then the PL peak energies were simply simulated with the
fitted parameters, as per the same procedure in Ref. [10]. Here,
the fitting parameters were σ, �, τ0ν0, Nα2, and E0(0 K), as
described in Sec. II.

Figure 4 compares the experimental and simulated results
for both the FWHMs and the PL peak energies; the fitted
parameters are listed in Table II. Note that the lifetime
is assumed to be temperature independent. Even with this
conventional procedure, the experimental results for the polar
sample and sample A were quantitatively reproduced. (The
significant digit for each parameter suggests an error of
the estimate.) However, for sample B, the simulated peak
energy did not show a monotonous red-shift as observed by
experiment, but instead yielded a blue-shift at temperatures
higher than ∼220 K. Instead of the Gaussian distribution

[Eq. (1)], an exponential-type distribution [15,16] was also
examined, but the fitting was not successful.

In addition, the PLE measurement for sample B revealed
that the mean potential energy E0 at 13 K was 2.713
± 0.015 eV, as shown in Fig. 5. Here, E0 was extracted by
fitting the Urbach tail relation [43]

α(E) = α0

1 + exp[(E0 − E)/
E]
(7)

to the PLE spectrum. In Eq. (7), α0 is the intrinsic ab-
sorption coefficient and 
E is a broadening parameter. E0

estimated from PLE (2.713 eV) was found to be much
larger than that from the simulation (2.610 eV); although
we ran a second exciton hopping simulation with a constant
E0(0 K) = 2.713 eV derived from PLE, we were not able
to achieve better reproducibility, as shown in Fig. 6. The
fitting parameters were reduced to σ, �, τ0ν0, and Nα2, and
the obtained parameters were σ = 103 meV, � = 22 meV,
τ0ν0 = 1 × 104, and Nα2 = 1.

We consider that the disagreement between the experiment
and simulation, as shown in Figs. 4(c) and 6, was caused
by the assumption that exciton lifetimes are temperature
independent. The recombination lifetime τ is determined by
radiative and nonradiative recombination lifetimes (τrad and
τnonrad, respectively) via the relation 1/τ = 1/τrad + 1/τnonrad.
Theoretically, τrad in a 2D system like QWs should have
a linear temperature dependence [44]; on the other hand,
τnonrad is determined by carrier capture to nonradiative re-
combination centers and expressed as τnonrad = 1/vthσcNnr ∝
T −0.5 exp(Ea/kBT ) [45]. Here, vth is the thermal velocity, σc

is the capture cross section, Nnr is the density of nonradiative
recombination centers, and Ea is their activation energy. Thus,
τrad, τnonrad, and the subsequent values of τ strongly depend
on temperature. Because the exciton motion is determined by

TABLE II. Parameter sets used in the conventional simulation
method.

Samples σ (meV) � (meV) τ0ν0 Nα2 E0(0 K) (eV)

(0001) SQW 16 26 1 × 105 1 2.641
A 42 32 3 × 103 1 3.018
B 55 43 1 × 105 1 2.610
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the competition between hopping transfer and recombination,
temperature-induced lifetime variations can affect the exciton
population in a disordered potential.

V. DEVELOPING A MODEL WITH CONSIDERATION
OF TEMPERATURE-DEPENDENT LIFETIMES

To include the temperature-dependent exciton lifetime into
the hopping model, TRPL spectroscopy was performed.
Figure 7(a) presents PL decay curves monitored
representatively at the peak energies of sample B at
temperatures of 5 and 300 K. The PL decay exhibited
non-single-exponential behavior, which is typically observed
in disordered systems, and is attributed to spatially isolated
recombination processes [46,47]. By fitting the convolution
of the laser profile and a single exponential function to the
initial decays, the PL decay time was evaluated. Figure 7(b)
shows the time-integrated PL (TIPL) spectrum and the PL
decay times as functions of the photon energy. The energy
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as a visual guide.

dependence of the decay time has a plateau around the PL
peak, and is quite typical for weakly localized excitons in
a disordered potential [48]; Ref. [48] has suggested that,
theoretically, the faster decay time in the higher-energy regime
is due to the transfer of weakly localized excitons from higher-
to lower-energy states, whereas the constant decay time in
the lower-energy regime corresponds to the recombination
lifetime. In this study, the estimated recombination lifetime
was 0.65 ns: because the PL lifetime at the peak energy (0.60
ns) is close to 0.65 ns, it is taken as being representative of
the PL lifetime in the following discussion. Here, it should
be noted that the effect of the polarization field on the energy
dependence of the decay time [22] was ignored. This is because
the inhomogeneous broadening in our samples is mainly due
to In compositional fluctuations, as mentioned below, and our
calculations of the square overlaps of electron and hole wave
functions for InxGa1−xN QWs with various In compositions
cannot reproduce the experimental trend shown in Fig. 7(b).
Figure 7(c) plots the PL lifetime τ as a function of temperature.
The radiative (τrad) and nonradiative (τnonrad) recombination
lifetimes were extracted using the method described in
Ref. [49], showing that, on increasing the temperature from 5
to 300 K, the PL lifetime decreased to one-fifth of its original
value due to contributions from a nonradiative process.

The experimentally determined PL lifetime τ (T ) was used
in the simulation. Figure 8(a) compares the experimental
and simulation data for the PL peak energies and FWHM
of sample B, using the model developed in this study. The
fitted parameters were σ = 110 meV, � = 0 meV, ν0 = 5 ×
1012 s−1, Nα2 = 1, and E0(0 K) = 2.710 eV. The quantitative
agreement between the two sets of data was found to
drastically improve for both the PL peak energies and FWHMs,
compared with the conventional analyses in Figs. 4(c) and 6.
Additionally, in comparison with a conventional model with
similar σ values (Fig. 6), the modified model was found to yield
higher emission energies and wider FWHMs, particularly at
elevated temperatures. This is due to the reduced lifetimes
at high temperatures, which prevents excitons from hopping
toward lower-energy states, thereby realizing the energetically
broad distributions of excitons within the potential fluctuation.

Considering the simulated Stokes shift and the experimental
PL peak energy, the temperature dependence of the mean
potential energy was constructed with E0(T ) = EPL(T ) +

EStokes(T ), and plotted in Fig. 8(b) (inverse triangles). Then,
Eq. (6) was fitted to the evaluated E0(T ). As shown by the
solid line in Fig. 8(b), a reasonably good fit was achieved with
the parameters E0(0 K) = 2.710 eV, aB = 50 meV, and � =
350 K. It is noteworthy that the E0(0 K) values estimated using
the hopping simulation and Eq. (6) lie in complete agreement.
In addition, Fig. 8(b) plots the E0 values evaluated from the
PLE measurements at 13 and 100 K (diamond symbols), which
were found to agree quite well with the E0(T ) values derived
from the simulations and PL. As such, we demonstrate that
three different ways can be used to adequately reproduce the
temperature dependence of E0(T ), which confirms that the
modified method developed in this study can reliably predict
the temperature behavior of the luminescence properties of
InxGa1−xN QWs.

To further demonstrate the robustness of our model, we
applied it to three other (1122) InxGa1−xN/GaN SQW samples.
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FIG. 7. (a) PL decay curves at the peak energy of sample B (x = 0.24, Lw = 2.6 nm) at 5 and 300 K. (b) TIPL spectrum and the initial
decay time at 5 K as functions of photon energy. (c) PL initial decay time, and radiative and nonradiative recombination lifetimes as functions
of temperature. Dashed lines are included as a visual guide.

These samples have almost the same In composition as sample
B (∼20%), but different QW widths. As demonstrated in the
Supplemental Material [50], the energy dependencies of their
PL lifetimes at low temperature are quite similar to that of
sample B shown in Fig. 7(b). Therefore, the energy-dependent
PL lifetimes seem not to be responsible for the variation of the
temperature-induced PL peak shifts discussed below.

Figures 9(a)–9(c) present the temperature-dependent PL
peak energies of samples C (x = 0.22, Lw = 2.0 nm), D
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FIG. 8. (a) PL peak energies (circles) and FWHMs (squares)
of sample B (x = 0.24, Lw = 2.6 nm) as functions of temperature.
The open and filled symbols denote the experimental and simulated
data sets, respectively. The simulation was performed with method
developed in this study, in which temperature-dependent lifetimes
estimated by TRPL are used. The fitted parameters are σ = 110 meV,
� = 0 meV, ν0 = 5 × 1012 s−1, Nα2 = 1, and E0(0 K) = 2.710 eV.
The solid lines are included as a visual guide. (b) Temperature
dependence of the mean potential energy constructed from the
experimental PL peak energies and the simulated Stokes shift (inverse
triangles). The solid line was calculated with Eq. (6). The exciton
energies estimated from the PLE measurements at 13 and 100 K
(diamonds) are also plotted.

(x = 0.19, Lw = 3.8 nm), and E (x = 0.21, Lw = 5.1 nm),
respectively. (To avoid repeating similar discussions, the
FWHMs are excluded from Fig. 9.) The PL spectra of the
wider QW samples were located at lower energies, mainly
because of the quantum confinement Stark effect (QCSE)
caused by electric fields along the growth direction, although
it is suppressed by growth on (1122) planes. A comparison
between the experimental and theoretical [51] red-shift of PL
peak energies with increasing QW thickness can be used to
deduce the internal electric fields, which were found to fall in
the range 0.4–0.5 MV/cm (it is noted that the electric fields
calculated for polar QWs with an In composition ∼20% were
found to be higher than 2 MV/cm.) The blue-shift of the PL
peak with increasing temperature was observed to be more
marked for samples with thicker QWs.

First, the obtained results were analyzed using the conven-
tional analytical method, which attributes the PL blue-shift
solely to the thermal repopulation of localized excitons.
Within this framework, it is widely accepted that the degree
of the blue-shift in the relatively high-temperature range is
characterized by σ , and can be expressed by following a simple
band-filling model [8]

Epeak(T ) = E0(T ) − σ 2

kBT
, (8)

where σ is the already defined standard deviation of the
Gaussian distribution [Eq. (1)]. Fitting Eq. (8) to the blue-shifts
in samples D and E [solid lines in Figs. 9(b) and 9(c),
respectively] provided σ = 17 and 28 meV, respectively. Using
these values, the peak shifts over the whole temperature range
were simulated by the conventional hopping model, using
constant τ values. (For sample C, the estimated σ from the
hopping simulation was 85 meV.) Figure 9(a) shows that
the simulation for sample C (thin QW) can reproduce the
experimental peak shift over the whole temperature range.
On the other hand, Fig. 9(c) provides calculated data for
sample E (thicker QW), and shows a large discrepancy in the
lower-temperature range. In addition, the PL FWHMs at low
temperature were 101, 125, and 181 meV for samples C, D,
and E, respectively (see Supplemental Material [50]), which
are inconsistent with the estimated trend in σ values.
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The above analyses indicate that thermal re-population of
excitons is not responsible for the observed S shape in the PL
spectra of the (1122) SQWs. Therefore, we decided to take
into consideration the effect of declining exciton lifetime with
increasing temperature. The lower figures in Fig. 10 show the
PL recombination lifetimes of the three samples as functions
of temperature: at low temperatures, the PL lifetimes are
mainly determined by radiative processes as the nonradiative
process is inactive [49]; as such, wider QWs show longer
τ at low temperatures because the polarization field reduces
the optical transition probability more significantly than in
narrower QWs. Around RT, the nonradiative process starts to
dominate the PL lifetime. This process is not affected by the
well width; therefore, the nonradiative lifetimes of samples C
to E were expected to be similar, as they were grown under
identical conditions, with the exception of growth time. In

fact, at RT, similar PL lifetimes were observed for all the
samples. As a consequence, the PL lifetime variation is more
significant for wider QWs, which is demonstrated in Fig. 10.
It should be noted that sample E is much thicker than typical
InGaN QWs, so that the variation of the PL lifetime due to
the measurement temperature is more considerable. A similar
well-width dependence of the temperature-induced PL lifetime
variations has also been reported for (0001) InGaN QWs [52].

The upper panels in Fig. 10 represent the simulation results
calculated using our model, taking into account the lifetime
variations: these agree fairly well with the experimental data.
Table III summarizes the derived parameters. The estimated
σ values were 90, 110, and 140 meV for samples C, D, and
E, respectively, which are consistent with the aforementioned
low-temperature FWHM values. Generally, a compositional
fluctuation causes a larger potential fluctuation in a wider
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Lw = 3.8 nm), and (c) E (x = 0.21, Lw = 5.1 nm). Filled circles represent the simulation results calculated by the method developed in this
paper. The fitted σ values are 90, 110, and 140 meV for samples C, D, and E, respectively. Solid and dashed lines are included as a visual guide.
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TABLE III. Parameters obtained from the modified simulation.

Samples σ (meV) � (meV) ν0 (s−1) Nα2 E0(0 K) (eV) E0(13 K) (eV) (PLE) ECAL (eV)

B 110 0 5 × 1012 1 2.710 2.713 2.77
C 90 0 1 × 1013 1 2.935 2.93
D 110 0 1 × 1012 0.4 2.838 2.85
E 140 30 1 × 1012 0.2 2.729 2.73

well, when a polarization-induced field exists [53]. On the
other hand, other sources of fluctuation, such as well-width
fluctuation [54] and statistically unavoidable alloy broadening
[55] show the opposite dependence on well width. Therefore,
the larger observed inhomogeneous broadening in the wider
QWs can mainly be attributed to compositional fluctuations in
In, even though the compositions of samples C to E are similar.
Quantifying the contribution from each fluctuation may be a
subject of a future study.

The estimated Nα2 values were lower in the thicker
QWs, suggesting that the lateral confinement of excitons was
enhanced, likely due to the larger potential fluctuation in the
thicker QWs. (The discussion on the influence of Nα2 on
the simulation can be found in Refs. [16,20].) The analysis
of the dimension of localization using the TRPL results
supported this argument. The detail of the analysis is given
in Supplemental Material [50].

The lower ν0 values calculated for the thicker QWs suggest
a weaker hopping transfer probability in thicker QWs. We
suspect that this may be related to the interaction between
phonons and low-dimensionally confined excitons in the
potential fluctuations, but further studies are necessary to
clarify the origin.

To validate the estimated E0(0 K) values, the transition
energies were calculated using the Schrödinger equation for
ideal InxGa1−xN/GaN SQWs, with the structural parameters
used shown in Table I. Here, the internal electric field
in the strained InxGa1−xN on the (1122) plane was taken
into account, but free carriers were ignored. The excitonic
transition energies ECAL listed in Table III were calculated
by subtracting the exciton binding energy from the calculated
electron-hole transition energies (the exciton binding energy
depends on QW structures and were calculated using the model
in Ref. [56].) Despite the rough approximations, the calculated
ECAL values are in reasonable agreement with those deduced
from the simulation, which confirms the effectiveness of our
modified model.

The mechanism behind the temperature-induced blue-shift
attributed to the reduction of the recombination lifetime is ex-
plained in Fig. 11, using data for sample E. Figure 11(a) shows
the experimentally determined temperature dependence of the
recombination lifetime: the lifetime decreases from ∼75 ns at
5 K to 0.8 ns at RT. For further discussion, we selected lifetimes
of 75, 10, 3, and 0.8 ns, which are indicated by the dashed lines.
The temperature-induced peak energy variations for these
lifetimes were simulated by the conventional method (i.e.,
using constant lifetimes), with the other parameters used being
the same as those in Table III, the results of which are shown
in Fig. 11(b). The calculated peak energy for each lifetime
monotonically shifts toward lower energies with increasing
temperature. This is because, in this sample, the energy

difference between sites is large with large inhomogeneous
broadening (σ = 140 meV), which suppresses the thermal
repopulation of excitons toward higher-energy states, even
at RT. It must be noted that the shorter the lifetime, the
higher the emission energy because shorter lifetimes prevent
excitons from reaching deeper energy states. The calculated
emission energy for a lifetime of 75 ns was 2.475 eV at a low
temperature, as indicated by a′ in Fig. 11(b); as the temperature
increased up to ∼140 K, the lifetime drastically decreased [a to
d in Fig. 11(a)], and a blue-shift was observed in the emission
energy [a′ to d ′ in Fig. 11(b)]. Above 200 K, the lifetime
was nearly constant at 0.8 ns [e and f in Fig. 11(a)], and the
emission energy decreased as shown by points e′ and f ′ in
Fig. 11(b). In summary, in the temperature range where the
lifetime steeply decreases, significant blue-shift is observed,
demonstrating that the temperature dependence of the lifetime
can account for the PL blue-shift.

Figure 12 illustrates a schematic for the mechanism behind
the blue-shift, in which it is considered to be driven by
the reduction of the exciton lifetime. At low temperatures,
photogenerated excitons hop toward lower-energy states via
phonon-assisted tunneling, where they are localized and
radiatively recombine with the lifetime τrad. At elevated
temperatures, there are two possible scenarios: first, if the
lifetime does not significantly change, the hopping distance
increases and, thus, excitons transfer to the lower-energy
regions, which results in the red-shift of the peak energies
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(larger Stokes shift). This is the case for sample C, shown
in Fig. 10(a). On the other hand, sample E is representative
of the second case where the lifetime drastically decreases,
and excitons cannot reach deeper energy states. Consequently,
recombining excitons are able to distribute in a higher-energy
region than those at lower temperatures, which results in the
observed blue-shift of the luminescence peak energies (smaller
Stokes shift). It is deduced that the degree of the peak shift is
strongly affected by the degrees of the lifetime variation and
potential fluctuation, which is discussed in more detail in the
next section.

VI. TWO DIFFERENT ORIGINS OF BLUE-SHIFTS

At an elevated temperature, hopping suppressed by a
shortened lifetime and that enhanced via Eq. (2) compete
with each other to determine the temperature-induced peak
shift. The model developed in this study considers both
factors, while the conventional constant lifetime model [8,10]
considers only the latter factor. In the previous section,
we demonstrated that the various temperature-induced peak
shifts in the semipolar (1122) SQW samples cannot be
explained without considering the temperature-related lifetime
variations. From this study, one question that arises is when
the conventional constant lifetime model [8,10] is applicable,
and when the model developed in this study should be used.
To answer this question, we performed the same analyses
as used in Sec. V for the polar sample and sample A
(x = 0.14, Lw = 4.0 nm), which were well reproduced by
the conventional model presented in Figs. 4(a) and 4(b).
Figure 13 shows the temperature dependence of the PL peak
energies and lifetimes of those samples; also shown are the
simulation results derived from the model developed in this
study. Even though the parameters used were the same as those
for the conventional model (Table II), the model in this study
proved to be equally suitable for reproducing the experimental
results. Therefore, at this stage, we can conclude that the
temperature-induced blue-shifts in these two samples can be
attributed to (i) thermally activated repopulation of excitons at
higher-energy states, and/or (ii) exciton recombination before
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and (b) sample A (x = 0.14, Lw = 4.0 nm), using the model devel-
oped in this study. Open and filled symbols represent the experimental
and simulated data, respectively. The experimentally determined τ (T )
values are shown in lower panels.

relaxation to deeper energy states due to the shortening of
lifetimes with increasing temperature.

To clarify which of these factors contributes more strongly
to the peak shift, we investigate the correlation between the
recombination lifetime and the exciton population in the dis-
tributed potential. Figure 14 shows the experimentally evalu-
ated recombination lifetimes and Stokes shifts of the semipolar
(1122) and polar (0001) SQWs as functions of temperature.
To compare different samples, dimensionless parameters such
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is for sample E with Nα2 = 0.2. For the Nα2 values, see Tables II
and III. Dimensionless physical parameters are used. Gray symbols
in the lower panel are simulation results obtained by the conventional
method with τ0ν0 = 10i (i = 3 to 5). The dashed line was analytically
calculated with 
EStokes(T ) = σ 2/kBT .
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as τν0, 
EStokes/σ , and kBT/σ were used, where the ν0 and
σ values were taken from Table III. In the lower panels of
Figs. 14(a) and 14(b), the dashed lines are the analytically
calculated Stokes shift, 
EStokes(T ) = σ 2/kBT . These curves
assume infinite τ , are insensitive with τ0ν0 values, and express
the blue-shift of emission peaks due to thermally equilibrium
repopulation (which is referred to as thermalization limit). In
this regime, thermally activated exciton hopping determines
the peak shift. In addition, the Stokes shifts simulated by the
conventional method are also plotted in the same panel with
gray symbols, where the τ0ν0 values are 10i (i = 3 to 5).
The simulated Stokes shifts (gray symbols) show concave up
characteristics. At higher kBT/σ or with larger τ0ν0, the Stokes
shift asymptotically approaches the analytical curve, i.e., the
thermalization limit. On the other hand, at lower kBT/σ or with
smaller τ0ν0, the Stokes shift departs from the thermalization
limit and strongly depends on τ0ν0 values, where exciton
localization and thermalization are in competition.

For the polar (0001) QW, the Stokes shifts deduced from the
hopping simulation were quite close to the analytical curve at
high temperatures, which indicates that the blue-shift is mainly
determined by thermal repopulation processes. As such, the
analytical expression σ 2/kBT is applicable. In contrast, for
semipolar (1122) samples C and E, the large inhomogeneous
broadening (σ ∼ 100 meV) lowers kBT/σ , which prohibits
the thermalization limit from being realized in the observed
temperature range within the finite lifetime.

This can be understood by considering that significant
inhomogeneity in the QWs prevents excitons from thermally
repopulating in higher-energy states. As a result, the tem-
perature dependencies of the peak energies strongly depend
on the degree of the lifetime variation. The thinner (1122)
QW (sample C, x = 0.22, Lw = 2.0 nm) does not exhibit
a blue-shift because the lifetime is nearly independent of
temperature, as shown in Fig. 14(a). On the other hand, the
thicker (1122) QW (sample E, x = 0.21, Lw = 5.1 nm) shows
a blue-shift due to the steep reduction of the lifetime.

These considerations indicate that there are at least two
mechanisms responsible for the luminescence blue-shift. In
largely inhomogeneous systems, such as our thicker (1122)
QWs, the decrease of the recombination lifetime with in-
creasing temperature causes the blue-shift. In a relatively
homogeneous system, like the polar (0001) QWs, thermal
repopulation of excitons (due to enhanced hopping) mainly
causes the blue-shift, when the conventional constant lifetime
model can well approximate experimental observations, as has
been reported in many previous studies [8,10,11].

We observed the larger short-range inhomogeneity σ and
smaller long-range inhomogeneity � in semipolar (1122) QWs
than in the polar (0001) QWs, despite the similarity between
the two QW structures (for example, compare the semipolar
sample D with the polar sample, both of which have an In
composition of ∼20% and a well width of ∼3 nm). Nanoscopic
optical properties can be different between polar (0001) and
semipolar (1122) QWs; in fact, while a SNOM equipped with
a fiber probe with a 30-nm aperture can resolve a broad (0001)
PL spectrum into its individual components [29], but a 10-nm
aperture is necessary to resolve a (1122) PL spectrum [57].
In addition, with an optical microscope, which has a much

worse resolution than SNOM, the (1122) QWs exhibit quite
uniform emission patterns [41,57], which indicate the absence
of long-range fluctuations, and evidence for � = 0, as revealed
in this study. More detailed studies in this area are currently in
progress.

Finally, the effect of the polarization field is discussed.
Reference [22] claims that the energy dependence of the
radiative recombination lifetime due to the polarization field
plays a key role in the S-shaped peak shift, and the onset
of the blue-shift is determined by the interplay between the
energy-dependent radiative and energy-independent nonra-
diative recombination processes. This conclusion has been
extracted from a comparison between polar and nonpolar
InxGa1−xN QWs; the former shows an S-shaped shift, but
the latter does not. On the other hand, our model indicates that
an S-shaped peak shift can happen even without the energy
dependence of the radiative recombination process. (In other
words, we can say that S-shaped peak shifts can be absent even
with the energy dependence of the radiative recombination
process.) Figure 4 indicates that although the electric field
is stronger in sample B than sample A due to the higher In
composition, the S-shaped peak shift is visible in sample A
but invisible in sample B, contrary to an expectation from
Ref. [22]. Additionally, Figs. 9 and 10 indicate that samples C,
D, and E exhibit the considerably different peak shifts, in spite
of similar electric fields. Therefore, we consider that although
the electric field indeed exists in our samples, it plays a minor
role in determining the PL peak shift, and the temperature
dependence of the recombination lifetime is more crucial. The
discussion in the Supplemental Material [50] also supports
this consideration. For nonpolar QWs, our model also predicts
monotonous red-shift due to the following reasons. The PL
linewidth of the nonpolar QW in Ref. [22] is broad (200–
300 meV), suggesting a large σ . In addition, the PL lifetime
variation due to temperature is presumably small because the
radiative recombination lifetime is intrinsically short due to the
absence of the electric field. These situations are quite similar
to those in our sample C, which cannot reach the thermalization
limit due to the large σ as shown in Fig. 14(a), and shows the
monotonous peak shift (Fig. 10). At present, both Ref. [22]
and our model can explain the observation, and further study
seems necessary for nonpolar QWs.

VII. CONCLUSIONS

Various temperature dependencies of the PL peak energies
and FWHMs in InxGa1−xN/GaN SQWs grown on semipolar
(1122) GaN bulk substrates were analyzed. The experimental
results could not be reproduced using a conventional exciton
hopping model that assumes that recombination lifetimes are
temperature independent. Therefore, we developed a method
that takes into consideration the temperature-dependent re-
combination lifetime. This method quantitatively explains
the experimental PL properties of the semipolar (1122) and
polar (0001) QWs quite well. Detailed analyses indicated that
the PL blue-shifts can be caused not only by the exciton
thermal repopulation, which is often reported for (0001)
QWs, but also by the temperature-induced decrease of the
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recombination lifetime. Particularly for material systems with
large inhomogeneity and large lifetime variations, the latter
effect can play a more significant role. The model developed
in this study takes both mechanisms into account, and we
believe that it can be universally applied to other disordered
systems.
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