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Interfacial growth from vapor has been extensively studied. However, a straightforward picture of the growth
mode under different growth conditions is still lacking. In this paper, we develop a comprehensive interfacial
growth theory based on the stochastic approach. Using a critical interisland separation, we construct a general
phase diagram of the growth modes. It has been revealed that if the Ehrlich-Schwoebel barrier EES is smaller than
a critical value, the interfacial growth proceeds in a layer-by-layer (LBL) mode at any deposition rate. However, if
EES is larger than the critical value, LBL growth occurs only at very small or very large deposition rates relative to
the intralayer hopping rate, and multilayer (ML) growth occurs at a moderate deposition rate. Experiments with
zinc oxide growth by chemical vapor deposition have been designed to qualitatively demonstrate the theoretical
model. By changing the flux of the carrier gas (nitrogen gas) in chemical vapor deposition, we realize LBL, ML,
and then reentrance of LBL homoepitaxial growth of ZnO successively. Moreover, we find that surface kinetics
of ZnO is suppressed by decreasing oxygen partial pressure by comparing the experimental observations and the-
oretical models, which is supported by our recent first-principles calculations. Since the influence of the substrate
and the growth species on growth can approximately be represented by binding energy and surface kinetics, we
suggest that the phase diagram is essential for interfacial growth of different materials by vapor deposition.
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I. INTRODUCTION

Nucleation and growth on substrate are classic yet still vital
topics since understanding the interfacial growth mechanism
is essential to control the fabrication of functional materials
[1–3]. For far-from-equilibrium growth, the growth modes,
and the resulting morphologies are mainly determined by
surface kinetics rather than thermodynamics. For example,
smooth layer-by-layer (LBL, or two-dimensional) growth is
thermodynamically expected for the simplest homoepitaxial
growth. However, not only LBL growth but also multi-
layer (ML, or three-dimensional) growth is observed in
vapor growth, depending upon the growth temperature and
the deposition rate [4,5]. Nonmonotonic variation of film
roughness with temperature has also been reported [6–14].
Extensive study of the interfacial growth kinetics has been
carried out in order to understand the growth morphology and
hence control the physical properties [15–20]. The interest
in interfacial growth has recently been rekindled by designing
functional oxide materials, two-dimensional materials, organic
semiconductors, and so on [21–23].

Some general theoretical models have been developed
for interfacial growth in the past years. For example, by
applying rate-equation theory in the nucleation, Tersoff et al.
predicted that there exists a critical island radius Rc, beyond
which a second-layer nucleus forms on top of the island [24].
Depending on whether Rc is smaller or larger than the island
separation, the ML or LBL growth mode occurs, which leads
to a rough or smooth morphology, respectively. The model
has been widely applied for quantitative determination of the
interlayer mass transport in epitaxial growth by measuring the
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fraction of islands on which a stable cluster has nucleated
as a function of island size and temperature [25]. In addition
to the rate-equation treatment, a stochastic approach, which
takes the realistic fluctuations of the adatom population on
top of the island into account, has been applied to estimate the
nucleation rate [26,27]. The obtained critical island radius Rc

shows a different power-law dependence on the growth and
kinetics parameters than that from the rate-equation treatment.
The stochastic approach is consistent with kinetic Monte
Carlo simulations and is expected to be more applicable than
the rate equation treatment in dealing with the second-layer
nucleation [3,26].

It seems that the framework of the surface growth kinetics
has already been established so far. However, in previous
work there exist at least two main drawbacks that make a
general diagram of growth modes inaccessible. First, almost
all previous models merely dealt with certain specific ranges
of deposition rate and surface kinetics, which makes the
conclusion weak for general situations [24,26,27]. Second,
the critical island radius Rc defined in previous studies is
actually not an intrinsic quantity because it depends not only
upon deposition rate and surface kinetics but also\upon the
island-island separation.

In this work we develop a comprehensive growth model
based on the stochastic approach, where the formulas have
been generalized for application over the whole range of
growth conditions. Moreover, a critical interisland separation
R0c is introduced, which is completely determined by the de-
position rate and the surface kinetics. With these developments
we achieve a phase diagram of the growth modes for growth
by vapor deposition.

Since the influence of specific substrate and growth species
on growth can approximately be represented by binding energy
and surface kinetics, the phase diagram is significant for
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interfacial growth by vapor deposition of different materials,
including metal, oxides, organic thin films, and so on. To
qualitatively verify the theoretical models, we take the vapor
growth of ZnO nanorods as an example because of the wide
applications of ZnO [28]. We realize LBL, ML, and then the
entrance of LBL homoepitaxial growth of ZnO successively
by decreasing the deposition rate, as predicted by the phase
diagram. Furthermore, combining experimental data with the
growth theory, we conclude that the surface kinetics of ZnO
is suppressed by decreasing oxygen partial pressure, which is
supported by our recent first-principle calculations [29].

II. SECOND-LAYER NUCLEATION

We limit our discussions to the case of a circular monolayer
island as an approximation. The first-layer island radius and the
island-island separation are denoted as R and R0, respectively,
both in units of the surface cell lattice a0. Suppose that the
growth units are deposited uniformly at a deposition rate F

per surface cell a2
0 in the normal direction. For a certain island

separation R0, both the second-layer nucleation rate � and
the average number of the second-layer nuclei I increase
with the island radius R, which itself grows with time. In
order to predict the growth modes, a critical island radius Rc

was defined in previous work as that when I (Rc) is unity
[24,26,27,30]. In contrast, we propose that a critical island
separation R0c is more intrinsic and is key to the description
of the interfacial growth.

We define R0c as the average separation between islands
that a second-layer nucleus forms atop just when the islands
coalesce. In order to obtain R0c, we need to calculate the
average nucleus number Ĩ on the island at coalescence, i.e.,
when R grows up to R0. The nucleation process is described
based on the statistical analysis, which was referred to as the
lonely adatom model by Krug et al. [27]. For simplicity we
assume a dimer is a stable nucleus for the time being, which
is valid at low temperature. Before the second-layer nucleus
forms, a newly deposited atom on the island may either form
an isolated adatom with probability P1 or form a dimer with
probability P2. The isolated adatom later may also form a
dimer with a condition probability ω1 with a subsequently
arrived adatom or hops downward to the substrate contributing
to the lateral growth of the island. In the steady state P2 =
P1ω1, which gives P2 = ω1/(1 + ω1) since P1 + P2 = 1. The
nucleation rate is thus � = P2/�t , where �t = 1/FπR2 is
the average time interval between two subsequent deposition
events on the island.

The condition probability ω1 can be approximated as
ω1 = h1m1, where h1 is the probability that a second adatom
is deposited before the first one hops downward to the
substrate and m1 is the encounter probability of the two
adatoms. Assuming the island radius R increases with time
as R2 = FR2

0 t , which is reasonable in the steady state, the
number of nuclei on the island at island coalescence can be
obtained as follows:

Ĩ (R0) =
∫ R0

0
�

dt

dR
dR = 1

R2
0

∫ R0

0

2πh1m1R
3

1 + h1m1
dR. (1)

It is worth noting that in previous studies [27,31] P2 is
assumed to be ω1, which is valid only when ω1 � 1. For

instance, P2 should be 1/2 when ω1 = 1. Therefore the
previous approximation cannot cover the whole range of
growth conditions.

As shown by Krug et al. [27], the two probabilities h1 and
m1 can be expressed as a function of three time scales. Besides
the aforementioned �t , the other two are the average traversal
time required for an adatom to visit all sites of the island,
τtr � πR2/ν, and the mean residence time of a single adatom
τ . In the approximation of the steady state, τ = R2

8ν
+ R

2ν ′ ,
where ν = ν0 exp(−Ed )/kT and ν ′ = ν0 exp(−Es)/kT are
the intralayer and interlayer hopping rates, respectively. The
prefactor ν0 is the attempt frequency, k is the Boltzmann
constant, T is the temperature, and Ed and Es are the
corresponding diffusion barriers. In most cases, ν ′ is smaller
than ν due to the presence of the Ehrlich-Schwoebel barrier
[16,32,33], �EES = Es − Ed .

The probability h1 that a second adatom is deposited on the
island during the presence of the first adatom can be obtained
by integration

h1 =
∫ ∞

0

dt

�t
exp

(
− t

τ
− t

�t

)
= τ

τ + �t
. (2)

The encounter probability of the two adatoms on the island
can be obtained as follows:

m1 =
∫ ∞

0

dt

τtr

exp

(
− 2t

τ
− t

τtr

)
= τ

τ + 2τtr

. (3)

Note that if the movements of the two adatoms are independent
of each other, the residence time of a pair of adatoms is
approximately τ/2. Substituting the expression for �t , τtr,
and τ into Eqs. (2) and (3), we have

h1 = 1 + 1
4αR

1 + 1
4αR + 2α	/πR3

,

m1 = 1 + 1
4αR

1 + 1
4αR + 4παR

. (4)

The deposition rate and surface kinetics are renormalized into
two dimensionless parameters α and 	, which are defined as
α = ν ′/ν � exp(−�EES/kT ) and 	 = ν/F , as adopted in a
previous work [26]. Since α � exp(−�EES/kT ), it is smaller
than 1 in the presence of the Ehrlich-Schwoebel barrier.

III. CRITICAL ISLAND SEPARATION

Combining Eq. (1) with Eq. (4), the critical island sepa-
ration R0c is determined by the condition that Ĩ (R0c) = 1 for
various α and 	. As shown in Figs. 1(a) and 2(a), R0c increases
with α and 	 monotonically. Moreover, it approximately
follows a power law, with different exponents in different
ranges of α and 	. In order to analyze the variation of R0c

quantitatively, the power-law exponents of R0c with α and
	 are calculated as shown in Figs. 1(b) and 2(b). We find
that when α	 is small enough, R0c is independent of 	. As
	 increases to become large enough, R0c tends to vary as
(α	)1/5 for small α. When both α and 	 are large enough, R0c

is independent of α and just proportional to 	1/6.
Several regions of (α,	) can thus be identified according to

the power-law exponent of R0c. First, we define region I as the
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FIG. 1. (a) The logarithmic plot of critical radius R0c as a function
of α with different 	. 	 are from 100 (•) to 1015 (◦), increasing in
the uniform exponential index. The four dashed lines are the borders
separating five various regions. (b) The logarithmic derivative shows
the power-law dependence of Rc on α, i.e., Rc ∼ αm. The dashed line
indicates the power index of 1/5 in region II.

one where α	 is small enough that d(ln R0c)/d ln(	) < 0.1.
For small α, after the transient region I′, region II is reached
when 	 is large enough that d(ln R0c)/d(ln α) is between
0.19 and 0.21. With increasing α, d(ln R0c)/d(ln α) first
increases and then decreases. After the transient region III,
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FIG. 2. (a) The logarithmic plot of critical radius R0c as a function
of 	 with different α. α are from 100 (•) to 10−7 (◦), increasing in the
uniform exponential index. The four red dashed lines are the borders
separating five various regions. (b) The logarithmic derivative shows
the power-law dependence of Rc on 	, i.e., Rc ∼ 	n. Two blue dashed
lines indicate the power index of 1/5 in region II and 1/6 in region
IV.
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FIG. 3. The phase diagram of the growth modes with variation
of α and 	 under the assumption of i∗ = 1. The solid border curves
separating ML growth and LBL growth are determined by R0c = R0

and R0 = b	1/6. The Roman numerals label the different regions,
between which are the dashed border lines.

region IV occurs when both α and 	 are large enough that
d(ln R0c)/d(ln α) < 0.1. In this way, the borders between
regions are obtained unambiguously, as shown by the red
dashed lines in Figs. 1 to 3. It is worth mentioning that R0c

varies with α and 	 smoothly. Therefore the exact boundaries
can be chosen with some arbitrariness if only the main features
of different regions are captured. Different definitions of
the boundaries would not influence the main conclusions in
this work.

The different dependence of R0c on α and 	 in different
regions can be understood as follows. According to Eq. (4),
h1 � 1 in region I since τ 	 �t , while h1 � τ

�t
in regions II,

III, and IV since τ � �t . Meanwhile, m1 � 1 when τ 	 τtr

at the limit of small α (region II and lower part of region I),
and m1 � 1/16π since τ � τtr at the limit of small α (region
IV and upper part of region I). The transient regions I′
and III correspond to the intermediate ranges of 	 and α,
respectively. Therefore the expression of R0c in regions I, II,
and IV can be analytically obtained according to Eq. (1). It
can be summarized as Ĩ (R0) � ( R0

R0c
)n, where n = 2 and R0c

increases from 2√
π

gradually to
√

32 in region I, n = 5 and

R0c = ( 7α	
π2 )

1/5
in region II, and n = 6 and R0c = 4( 	

8π
)
1/6

in
region IV.

Similar to the role of Rc defined in previous work, a ML or
LBL growth mode occurs depending on whether R0 is larger
or smaller than R0c. It is worth stressing that R0c is an intrinsic
characteristic quantity which is completely determined by α

and 	 that contains the information about the deposition rate
and the surface kinetics of the island. Different materials and
surface orientations possess different surface kinetics, which
is included in the two quantities α and 	. In contrast, the
critical island radius Rc defined in previous studies depends
additionally upon the interisland separation R0 [24,26,27,31].
The relation between Rc and R0c is Rc = (R2

0R
n
0c)1/(n+2). In

homoepitaxial growth, R0 ∝ 	1/6 according to the standard
nucleation theory, where b is a coefficient of order unity [15].
Rc is thus proportional to 	1/12, 	4/21α1/7, and 	1/6 in the limit
of small or large α in region I, in region II, and in region IV,
respectively. The results are consistent with the Monte Carlo
simulations and analytic discussion [26,27].
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During ML growth originating from multiple nuclei, the
islands failing to coalescence would evolve into separated
islands, each growing from a single nucleus. When the single-
nucleus growth sets in, R0 corresponds to the radius of the
layer on which the topmost layer forms and decreases as the
island grows in the normal direction until it approaches R0c.
Therefore R0c also corresponds to the characteristic lateral size
of the separated nanostructures [30].

IV. GROWTH MODES

The growth mode can now be predicted by comparing R0

and R0c. First, we consider the homoepitaxial growth. As
shown in Fig. 2, R0c ∼ 	0 for small 	, whereas R0c ∼ 	1/5

or 	1/6 for large 	, depending on whether α is small or large.
Meanwhile, the mean island separation R0 � b	1/6 according
to the classic nucleation theory, where b is a constant in
the magnitude of unity [15]. Therefore either two or zero
intersection points exist between Rc(	) and R0(	), depending
on whether α is small or large. This means that only LBL
growth occurs when α is around 1 since R0 is always smaller
than Rc. Instead, ML growth occurs within a moderate range of
	 for small α, in which R0 > R0c and a second-layer nucleus
forms before coalescence.

The phase diagram of the growth mode can thus be
constructed as shown in Fig. 3 for three values of b. Evidently,
when α is large enough, i.e., when the step-edge barrier is
smaller than a critical value, the growth proceeds in the LBL
mode at any value of 	. Otherwise, LBL growth occurs only
when 	 is very large or very small, and ML growth occurs
within a moderate range of 	. The range of 	 within which
ML growth occurs increases exponentially with increasing
the step-edge barrier. Especially, the lower boundary of 	

between LBL and ML growth is in the range of 100–104.
Under the assumption that the attempt frequency ν0 is 1012/s,
the deposition rate F is 0.01 ML/s, and the energy barrier
of intralayer diffusion is 0.5 eV, 	 on the order of 100 and
104 correspond to growth temperatures of 180 and 275 K,
respectively, which demonstrates that the theoretical results
are realistic in experiments.

The border curve separating the two growth modes is
determined by the condition that R0c equals R0, which gives
	 ∼ α0 or α−6 in the limit of small or large 	, respectively.
For comparison, the borders between the five regions are also
shown as red dashed lines, which behaves as 	 ∼ α−1 for the
borders between regions I and II (I/I′ and I′/II) and 	 ∼ α−6

for the borders between regions II and IV (II/III and III/IV). In
contrast, Rottler and Maass reported that 	 ∼ α−4/3 and ∼ α−6

for the two border lines, respectively [26]. Morover, according
to Fig. 4, the ML and LBL growth modes are always preferred
in regions II and IV for b = 1, respectively.

In heteroepitaxial growth, the intralayer hopping rate on
the substrate is different from that on the island due to the
different diffusion barriers. Fortunately, this difference can be
conveniently included in the prefactor b. If the diffusion barrier
on the substrate is larger than that on the island, the value of
b decreases with respect to that in homoepitaxial growth [15],
so the α-	 area for ML growth decreases as shown in Fig. 3.

The assumption that the size of the largest unstable island
i∗ = 1 becomes invalid at higher temperature. Due to the
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FIG. 4. Schematic comparison of the phase diagram of the growth
modes for i∗ = 1 and i∗ = 2, where i∗ is the number of atoms in the
largest unstable island.

thermal energy, a dimer becomes unstable until it forms a
trimer or larger cluster with other adatoms. Suppose i∗ = 2.
In this case, in addition to forming an isolated adatom or a
dimer, a newly deposited atom forms a trimer with proba-
bility P3, which satisfies P1 + P2 + P3 = 1. In the statistic
sense, it satisfies P3 = P2ω2, which leads to P3 = ω1ω2/(1 +
ω1 + ω1ω2) and then � = P3/�t . Here ω2 = h2m2 is the
condition probability for a dimer to form a trimer with a
subsequently arriving adatom. Here h2 = τ ′/(τ ′ + �t) is the
probability that an atom is deposited during the presence
of an adatom pair, and m2 = τdτ/(τdτ + τtrτ + τtrτd ) is the
probability that the deposited atom encounters a dimer.
The two time scales τ ′ and τd are the residence time of the
adatom pair and that of a dimer, respectively. Approximately,
τ ′ = (τtr + τdism1)τ/2τtr and τd = ττdism1/2τtr, where τdis =
ν−1

0 exp(Ei/kT ) is the dimer dissociation time and Ei is
the binding energy of the dimer [27]. According to the
classic nucleation theory [15], the island density for i∗ = 2 is
proportional to 	

1
2 exp(Ei/4kT ). The island separation is thus

R0 = b′	
1
4 exp(−Ei/8kT ), where b′ is a prefactor smaller than

b. As a demonstration, we set Ei/Ed = 1, ν0/F = 108, and
b = 0.25. The phase diagram for i∗ = 2 is shown in Fig. 4,
constructed in the same way as that for i∗ = 1. Obviously,
the range of ML growth shrinks for a larger critical nucleus
size, which is reasonable because the second-layer nucleation
is more difficult compared with the case of i∗ = 1.

In the framework of the phase diagram shown in Figs. 3
and 4, the previously reported influence of the temperature on
the film roughness [6–14] can be understood as follows. For
simplicity, we first assume that neither the island shape nor the
interlayer diffusion mechanism changes with the temperature.
According to Fig. 3, if EES is larger than the critical value,
the system will experience a transition from LBL to the
ML mode as the temperature decreases and then back to
LBL again at still lower temperature. The phase diagram
clearly indicates an intrinsic contribution to the previously
reported nonmonotonic variation of the surface roughness,
although some extrinsic factors may also play important
roles [6,7]. More realistically, different diffusion processes
may be activated at different T , which inversely influences
the island shape and thus the interlayer hopping mechanism
and hopping rate [9,34]. Furthermore, adsorption of the
residual gas molecule, which itself depends on the temperature,
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FIG. 5. Typical SEM micrographs of (a) ZnO nanorods obtained
in the first growth stage (S1) when the flux of N2 and O2 flux is set
as 300 and 3 SCCM, respectively, and (b) the ZnO tip grown in the
second growth stage (S2) from the residual oxygen gas after cutting
off the oxygen flux while the nitrogen flux is kept at 300 SCCM.

changes the surface kinetics properties [25]. Therefore the
effective α itself might be nonmonotonically dependent on
the temperature, which enhances the nonmonotonic variation
of the surface roughness with temperature. If the transition
temperature for i∗ changing from 1 to 2 is within the crossover
region where the growth mode is ML for i∗ = 1 and LBL
for i∗ = 2, a more complicated temperature dependence of
roughness may occur [7].

V. EXPERIMENTS

Because of the complicated influences of temperature on
the interfacial growth, we keep temperature unchanged and
vary the other parameters to study the growth mechanism in
this work. The deposition rate F , for instance, is supposed to
influence mainly 	. In experiments on metal systems, it has
been reported that the LBL growth mode changes into the ML
growth mode by decreasing or increasing the deposition rate
[6,7]. Our phase diagram also suggests that nonmonotonic
variation of growth modes can be realized by just changing
the deposition rate, independent of the nature of the growth
material. Here we study the homoepitaxial growth modes
of ZnO nanorods by chemical vapor deposition, controlling
the deposition rate by changing the flux of the carrier gas.
Despite the fact that the growth of nanostructures of ZnO
has been extensively studied [35], its growth kinetics is far
from being understood, partly because the oxide surfaces are
more complicated than surfaces of simple metals or elemental
semiconductors [30,36–38]. We expect that our experiments
together with theoretical modeling will provide information
about the surface kinetics of zinc oxide.

The ZnO single-crystalline nanorods are synthesized cat-
alyst free in a horizontal tube furnace with zinc powder and
O2. Nitrogen gas is used as the carry gas. The setup of the
experiments is similar to that reported in our previous work
[30,36,37]. The growth is carried out in two stages. In the
first stage (S1), nanorods are grown on the silicon substrate
at T = 600 ◦C, with the O2 flux set as 3 standard cubic
centimeters per minute (SCCM) and N2 flux set as 300 SCCM.
A typical scanning electron microscope (SEM) image of the
nanorods grown in S1 is shown in Fig. 5(a). Then the oxygen
flux is cut off to trigger the growth from the residual oxygen
gas in the second stage (S2) [36,37]; meanwhile, the deposition
rate F is modified by changing the N2 flux to several preset
values respectively while keeping the temperature at 600 ◦C.

FIG. 6. Typical SEM micrographs of the tip of ZnO nanorods
in the second growth stage from the residual oxygen gas, while the
nitrogen flux is set as (a) 200, (b) 300, (c) 400, (d) 500, (e) 1500 and
(f) 1800 SCCM.

The nanorods obtained in S1 can be regarded as the substrates
of the homoepitaxial growth in the very beginning of S2.
Therefore according to the change in the morphology from S1
to S2 of the same nanorods, we can obtain information about
the homoepitaxial growth modes in the very beginning of S2.

By cutting off the oxygen flux while keeping the nitrogen
flux unchanged, one can see that lots of small nanoneedles
appear on the tips of the nanorods, as illustrated in Fig. 5(b).
X-ray diffraction shows that the needles are ZnO nanorods
grown along the c axis [37]. The appearance of multiple
needles on each nanorod clearly indicates that in the beginning
of S2, ML growth occurs on top of the nanorods grown in
S1. By comparing Figs. 5(a) and 5(b), we can see that both
the tip radius R0c and the tip separations of the nanorods R0

decrease when oxygen partial pressure decreases. According
to Fig. 2(a), we can conclude that smaller oxygen partial
pressure suppresses the interlayer hopping rate ν or the ratio
of interlayer hopping rate to the interlayer hopping rate α.
This is supported by our recent first-principles calculations
of the ZnO (0001) surface [29]. It is worth stressing that the
influence of oxygen partial pressure on the morphology of
the oxide has been widely reported before [39–41]; however,
the underlying mechanisms are not yet clear. Our work clearly
shows that the influence of the oxygen partial pressure on the
growth morphology is due to the change in surface kinetics.

The tip morphologies grown from the residual oxygen gas
in S2 depend sensitively on the nitrogen flux. As the nitrogen
flux is increased from 300 SCCM, the density of nanoneedles
on top of a single nanorod gradually decreases, as can be seen
in Figs. 6(b)–6(e).
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When the nitrogen flux is increased to 1800 SCCM or is
reduced to 200 SCCM, no needle feature can be identified,
as indicated in Figs. 6(f) and 6(a), respectively. This suggests
that the initial growth in S2 proceeds in the LBL mode at a
sufficiently low or high deposition rate, while the ML growth
mode occurs in a moderate range of the deposition rate.
This demonstrates that the interfacial growth mode can be
experimentally controlled with the guide of the phase diagram.
This is an essential step to control the relevant physical
properties.

It is worth mentioning that the needlelike morphology ob-
tained in ML growth of ZnO is different from the wedding-cake
morphology of metal island growth [25,27]. The difference
may partly be due to the fact that the ZnO(0001) surface
is a polar surface, which may induce shield effects during
the deposition process [30,42]. Whatever the underlying
mechanism is for this difference, it should not influence the
identification of the ML growth mode at the beginning of the
second growth stage.

The decreasing density of needles on the top from Figs. 6(b)
to 6(e) shows that when nitrogen flux increases (deposition
rate F decreases), the nucleation rate decreases gradually, and
then LBL growth takes place. In contrast, at low nitrogen flux
(large F ), LBL growth is mediated by easier coalescence of the
nuclei due to the increasing nucleus density. The experiments
are consistent with what is expected from our phase diagram.
Since 	 = ν/F , the LBL growth at high and low temperatures

follows a mechanism similar to that for low F and high F ,
respectively.

VI. CONCLUSION

In summary, by defining an intrinsic critical interisland
separation, a general phase diagram of growth modes for vapor
growth has been provided that covers a wide range of growth
conditions. Vapor growth of zinc oxide nanorods has been used
to qualitatively verify the growth theory. By increasing the flux
of the carrier gas, we realized LBL, ML, and then reentrance of
LBL growth successively, as predicted by the phase diagram.
Moreover, a combination of the experimental data and the
theory indicates that the surface kinetics of ZnO is suppressed
by decreasing oxygen partial pressure, which is supported by
our recent simulations. We believe the phase diagram of growth
modes in vapor deposition growth applies for many different
materials and can be helpful in understanding and controlling
the growth process.
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