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Tuning pairing amplitude and spin-triplet texture by curving superconducting nanostructures
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We investigate the nature of the superconducting (SC) state in curved nanostructures with Rashba spin-
orbit coupling (RSOC). In bent nanostructures with inhomogeneous curvature we find a local enhancement
or suppression of the SC order parameter, with the effect that can be tailored by tuning either the RSOC
strength or the carrier density. Apart from the local SC spin-singlet amplitude control, the geometric curvature
generates nontrivial textures of the spin-triplet pairs through a spatial variation of the �d vector. By employing the
representative case of an elliptical quantum ring, we demonstrate that the �d vector strongly depends on the local
curvature and it generally exhibits a three-dimensional profile whose winding is tied to that of the single electron
spin in the normal state. Our findings unveil paths to manipulate the quantum structure of the SC state in RSOC
nanostructures through their geometry.
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Introduction. Inversion symmetry breaking is a fundamen-
tal property that yields spin-orbit locking and sets the structure
of both single electron and paired quantum states. Indeed, on
the one hand, for low-dimensional semiconducting nanosys-
tems with structure inversion asymmetry, the Rashba spin-orbit
coupling (RSOC) [1–3] allows one to tune the spin orientation
through the electron propagation and vice versa to exert a
spin control on the electron trajectories. On the other hand,
lack of inversion symmetry in superconductors makes neither
spin nor parity good quantum numbers anymore. The ensuing
mixing of even spin-singlet (SS) and odd spin-triplet (ST)
channels [4,5] leads to a series of novel features ranging from
the anomalous magnetoelectric [6] effect, to unconventional
surface states [7], and topological phases [8,9]. A major boost
in the framework of inversion asymmetric systems relied on
the proposal [10,11] and the observation of a topological
superconducting (SC) phase [12–15], hosting end Majorana
modes, in a one-dimensional (1D) semiconductor nanowire
with sizable RSOC and proximity-induced superconductivity.
Although the investigation of Majorana modes primarily
focuses on single semiconducting wires, Majorana detection
and braiding often require more complex networks [16–18] or
suggest alternative curved geometries, e.g., circular [19–22]
and elliptical quantum rings [23].

The study of RSOC semiconducting rings has opened the
path to a geometric design of the electron spin and quantum
geometric phase as predicted [24,25] and experimentally
demonstrated through the application of an external magnetic
field [26]. Recently, the theoretical analysis of shape-deformed
RSOC nanostructures established a deep connection between
electronic spin textures, spin transport properties, and the
nanoscale shape of the system, thus providing foundational
elements for an all-geometrical and electrical control of the
spin orientation [27], including the possibility of topological
nontrivial phases [27,28]. Along this line, due to the expected
strong impact of inversion symmetry breaking on single
and paired electronic states, fundamental questions naturally

arise on the character of the superconducting state in RSOC
shape deformed superconductors or curved semiconductor-
superconductor heterostructures.

The delicate interplay between geometry and condensed
matter order has a broad framework [29] and for the case of
superconductivity can lead to distinct physical effects when
considering, for instance, the role of dislocations with con-
ventional [30,31] or unconventional pairing [32], the samples
geometry [33], the modification of the proximity behavior
[34], as well as the occurrence of novel quantum phases in
confined structures [35]. In this Rapid Communication, we
aim to unveil the interplay between shape deformations and
superconductivity in RSOC nanostructures. While in systems
with constant curvature (e.g., quantum wires or circular rings)
the RSOC is monotonously affecting the superconductivity,
the spatial variation of the Rashba field through the curvature
of the nanostructure can twist the effective electron mass such
as to yield either a local enhancement or a suppression of
the SC order parameter (OP). We demonstrate this effect by
employing elliptically shaped quantum rings and we provide
evidence for its control through both the RSOC and electron
density. Apart from driving the SC-SS amplitude, the inhomo-
geneous profile of the curvature generates nontrivial spatial
patterns of the ST pairs. We show that the geometric curvature
can tailor the ST pairing by yielding three-dimensional spatial
textures, and the behavior of the �d vector generally follows the
evolution of the electron spin orientation in the normal state.
Such findings indicate that the curvature can effectively yield
a spin torque on the electron spin pairs.

Model. We consider electrons moving along a 1D planarly
curved nanostructure (Fig. 1) in the presence of a local SS
pairing interaction. Due to the structural inversion symmetry
breaking the electrons are subject to a RSOC, which, as in
the case of a not-curved nanostructure [Fig. 1(a)], couples
the orbital and the local spin component normal to the
electron motion [36]. Since the nanostructure has a nontrivial
geometric profile, the spin orientation perpendicular to the
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FIG. 1. Schematics of the geometric profile of (a) straight,
(b) planarly curved nanostructure, (c) ring, and (d) elliptically
deformed ring with semiaxes a and b. Red (gray) arrows indicate
the perpendicular (tangential) direction of the spin orientation. K

is the curvature of the ring, e.g., the inverse of its radius R. Black
(blue) dots indicate a position with minimum Kmin (maximal Kmax)
amplitude of the curvature in the elliptical ring, respectively.

momentum of the quasiparticle changes its direction and thus
it is spatially dependent. Such aspect can be conveniently
expressed by introducing the local normal N̂ (s) and tangential
T̂ (s) directions at a given position s along the curve, as
well as the corresponding local Pauli matrices for the spin
components, i.e., σN (s) = τ · N̂ (s) and σT (s) = τ · T̂ (s) in
the moving frame of the electrons, with τ being the usual
Pauli matrices [Fig. 1(a)]. Then, the Bogoliubov–de Gennes
(BdG) Hamiltonian [37] for a planar nonuniformly curved
nanostructure with RSOC [27,28,36,38,39] and local pairing
interaction can be written as

H =
∫

ds c†σ (s)

{(
− h̄2

2m�
∂2
s − μ

)
+ iαSO

2
[σN (s)∂s

+ ∂sσN (s)]

}
cσ ′(s) + [�(s)c†↑(s)c†↓(s) + H.c.] + |�(s)|2

g
,

where c†σ (s) creates an electron with spin σ at the position
s, being the arclength of the planar curve measured from
an arbitrary reference point, m� is the effective mass of
the charge carriers, αSO is the RSOC, g is the interaction
in the spin-singlet channel, and μ stands for the chemical
potential. The amplitude �(s) = g〈c↑(s)c↓(s)〉 indicates the
expectation value on the ground state of the local SS-OP,
and it is determined self-consistently until the minimum
of the free energy is achieved within the desired accuracy.
H generalizes the Hamiltonian originally proposed for a
quantum ring with constant curvature [40] and includes an
inhomogeneous curvature profile, as well as a local SS pairing
coupling. For a bent nanowire [Fig. 1(b)], the normal and
tangential directions to the curve can be expressed in terms
of a polar angle f (s) as N̂ (s) = {cos f (s), sin f (s),0}, and
T̂ (s) = {sin f (s), − cos f (s),0}. The polar angle is related
to the local curvature K(s) via ∂sf (s) = −K(s). To com-
pute the spatial dependent pairing amplitude we follow the
conventional mapping of the Hamiltonian from continuum

FIG. 2. Contour map of the averaged spin-singlet OP for a ring
(L = 100 sites) by varying the electron density via μ, the RSOC
αSO , and the SC coupling g. a0 is the interatomic distance and t the
nearest-neighbor hopping amplitude. In (a) μ = 0 (half-filling) and
g/(2t) = 1.0 in (b).

to lattice [27,28,37] and solve the BdG equations [41]. The
analysis has been performed for systems size up to L =
400 sites. Greater values do not change qualitatively the
results [37].

Phase diagram. We start by comparing the cases of a
quantum wire, a circular, and an elliptical ring. The aim
is to establish which role the shape plays in tailoring the
superconducting OP. Remarkably, we find a sort of universal
behavior for the averaged OP over the length of the system
when comparing different shapes. Indeed, the tendency is to
have a detrimental impact on the SC state by increasing the
RSOC, due to a bandwidth broadening and large spin split of
the bands, with a critical threshold above which a significant
suppression of superconductivity occurs. The threshold is
dependent on g, such as larger values of αSO are needed to
suppress the SC state when moving from a weakly to a strongly
coupled regime [Fig. 2(a)]. The phase diagram for different
electron filling indicates that the most favorable conditions
for the superconductivity are obtained when the Fermi level
is close to the band edge (i.e., μ ∼ 2t), consistently with the
position of the maximum of the density of states due to the 1D
hopping connectivity. When αSO becomes comparable with t ,
the SC state can survive in a broader region of μ due to the
bandwidth enlargement by the RSOC [Fig. 2(b)].

Inhomogeneous spatial profile of the spin-singlet OP. The
elliptically deformed ring [Fig. 1(d)] is an ideal platform
to explore the consequences of the curvature because the
imbalance of the semiaxis lengths naturally introduces a
gradient of the curvature and two different regions with a larger
(smaller) curvature strength [Fig. 1(c)]. An inspection of the
local OP indicates an intricate interrelation among its variation,
the spatial dependent curvature, and the RSOC (Fig. 3). As a
consequence of the Rashba field bending, indeed, the OP gets
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FIG. 3. Spin-singlet OP close to the maximal curvature (Kmax)
(i.e., s/L = 0.25) in the elliptical ring as a function of (a) a/b,
(b) the RSOC, and (c) the chemical potential. (d) Difference between
the local density of states at Kmax and Kmin in the elliptical ring (see
Fig. 1). Microscopic parameters are (a) μ = 0.0, αSO = 1.0, g = 1.2;
(b) a/b = 0.1, μ = 0.0, g = 1.0,1.18,1.66 for αSO = 0.5,1.0,0.5,
respectively. In (c) αSO = 1.0, a/b = 0.1, g = 1.2. For (d) we have
αSO = 1.0, a/b = 0.1. All the energies are in units of 2t .

enhanced or suppressed in the region where the curvature is
maximal and strongly inhomogeneous [e.g., nearby Kmax in
Fig. 1(d)], and the strength of the variation can be controlled
through the ratio a/b [Fig. 3(a)] and the RSOC [Fig. 3(b)]. We
find that the OP amplitude depends on the electron density
in the nanostructure [Fig. 3(c)], namely, it increases close
to half-filling while it gets suppressed or enhanced in the
low- (high-) density regime when the chemical potential is
close to the band edge. There are two main sources for the
curvature-induced OP variation. First, a spatial modification
of the local Rashba field is generally expected to induce a
local conversion of SS into ST pairs that would result in a
reduction of the SS-OP when comparing the uniform with the
inhomogeneous curvature profiles. However, the spatial ST
correlations are not much affected by a change in the electron
density. Therefore, such mechanism can be ruled out as a
primary origin of the SS-OP variation. On the other hand, a
closer view of the local density of states (LDOS) in the normal
state reveals that a change of the energy spectrum close to
the Fermi level affects the strength of the SC-OP. Indeed, this
is observed when comparing the computed spatial dependent
DOS along the elliptical loop at positions of maximum (Kmax)
and minimum (Kmin) curvature, as demonstrated in Fig. 3(d).
We find that the LDOS at Kmax is always enhanced with
respect to Kmin except when the Fermi level is close to the
band edge. The consequence on the SC amplitude follows the
expectation of the BCS theory that a larger DOS at the Fermi
level yields a stronger OP amplitude. We notice that, even for
a SC coherence length ξ that is comparable to the ring’s length
L, the local OP undergoes similar spatial modulations [37].

One additional remark concerns the averaged OP for a generic
shape of the SC nanostructure. Since the integrated curvature
of a single loop curved nanostructure is constrained to be 2π ,
an enhancement in a given region should be compensated by a
suppression in another one, thus, driving a cancellation in the
spatial average of the OP. However, if the curvature changes
sign (e.g., for a wrinkled profile) the cancellation would be
less effective, because the OP is not sensitive to the sign of the
curvature [37].

Spatial texture of the ST pairing amplitude. Since the
bending of the RSOC nanostructure can torque the spin
orientation [42] with windings around z and N̂ [27], the
SC state is prone to exhibit ST correlations with nontrivial
textures in space. It is convenient to introduce the ST
correlator in real space in terms of a bond �d(si)-vector
component along the symmetry axes of the elliptical ring
as dx(si) = 1

2 (−〈c↑(si)c↑(si + a0)〉 + 〈c↓(i)c↓(i + a0)〉),
dy(si) = i

2 (〈c↑(si)c↑(si + a0)〉 + 〈c↓(si)c↓(si + a0)〉), and
dz(si) = (〈c↑(si)c↓(si + a0) + 〈c↓(si)c↑(si + a0)〉), with si

labeling the ith site of the curved nanowire and a0 the
interatomic distance. In noncentrosymmetric or surface
superconductivity, the RSOC marks the lack of inversion
center through a vector �lk [5]. There, the ST pairing is not
excluded [5] and an optimal configuration is for �dk||�lk [5].
Here, we deal with a spatial variation of the Rashba field, and
we focus on the regime where the RSOC is larger than the
SC gap. As expected, for the uniform wire the �d vector lies
in the plane of the 1D system [Fig. 4(e)], and is collinear to
N [Fig. 1(a)] and the electron spin orientation �σ associated
with one of the Kramers degenerate states at the Fermi level
[Fig. 4(a)]. A ring with a constant curvature introduces a
nontrivial z component both for �σ [Fig. 4(b)] and in the
�d pattern [Fig. 4(f)] due to the spin torque induced by the
geometric curvature [42]. Although the curvature is constant
and uniform, the SC behavior is different from the chain as the
�d vector has an out-of-plane z component and is not collinear
to �σ . For the elliptical ring, we find a three-dimensional �d
pattern that is modulated in amplitude and orientation when
moving from a region with large to small curvature [Figs. 4(g)
and 4(h)]. Different types of spatial profiles occur depending
on the character of the electron spin pattern in the normal
state. Indeed, when �σz and �σT change sign, also �d manifests
a similar variation [Figs. 4(g) and 4(h)]. Thus, remarkably,
the �d vector has a complete winding around N̂ [Figs. 4(g)
and 4(h)] thereby following that of �σ in the normal state
[Figs. 4(c) and 4(d)]. Apart from the winding around z which
is due to the loop geometry, the �d vector provides evidence
for the occurrence of topologically nontrivial quantum states
in all regimes of electron spin texture. Interestingly, we find
that the �d modulation in amplitude and orientation [Fig. 4(h)]
is stronger when in the normal state the spin texture has
both windings around z and N̂ directions [Fig. 4(d)]. A
consequence of such texture is that a supercurrent spin flow is
generated by the �d spatial gradient. Indeed, when considering
the interface of two noncollinear �di and �dj , a spin current
flows across it with a spin orientation �n = �di × �dj [43]. For a
�d winding around N̂ , dz changes smoothly from +z to −z and
again from −z to +z when encircling the ring. Hence, one has
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FIG. 4. Electron spin orientation �σ in the normal state (i.e., g = 0) for the wire (a), ring (b), and elliptical ring in (c) and (d). (c) and (d) are
for the electron spin with a winding around N and N -z directions. The �d vector in (e), (f), (g), and (h) correspond to the spin patterns in (a),
(b), (c), and (d), respectively. In the SC state we have g = 0.5 and μ = 0.5 for all the geometrical configurations, i.e., (e)–(h). The RSOC is
αSO = 0.053 for the wire and the ring. For the elliptical ring the RSOC is αSO = 0.085 in (c) and (g), while αSO = 0.12 is chosen for (d) and
(h). The configurations for the elliptical ring are for a/b = 0.3. All the energy scales are in units of 2t .

a formation of �d-soliton–antisoliton pairs that are associated
with a �d phase slip of ±π . Breaking the d-soliton–antisoliton
pairs (e.g., through an applied magnetic field) can lead to
configurations with a single π slip of the �d vector when
encircling the ring. In this circumstance, the spin phase slip is
accompanied by an orbital π shift that results in a half-integer
flux quantum configuration with a topological nature [44,45]
and non-Abelian statistics [46].

Conclusions. To wrap up, we demonstrated two main
effects: (i) the amplitude of the SS-OP can be manipulated
by curvature and (ii) the ST �d vector exhibits winding along
the curved profile. We point out that for (i) the effect can
become significant when the squeezing ratio a/b is less
than about 0.3 and for a RSOC that is of the order of the
hopping amplitude, being not significantly dependent on the
pairing interaction in the weak-coupling regime. With regard
to (ii), the winding of the �d vector generally occurs when
the squeezing ratio a/b is below about 0.5 with a weak
dependence on the strength of the RSOC. An immediate
consequence of our results is that the geometric change of
the OP can be employed to engineer junctions with regions
of enhanced or suppressed superconductivity integrated in
a single material system and, in turn, to suitably tailor the
transport properties. A key experimental setup for probing the
correlation between geometry and superconductivity would
be to prepare nanorings with elliptical shape and measure
the OP spatial amplitude variation by directly accessing the
LDOS through scanning tunneling microscopy. Since RSOC
strength is large on the surface states of high Z metals, such
as Au [47], Bi [48], and Pb [49], feasible platforms might be
based on lithographically designed asymmetric nanorings of
these materials. Other candidates are the quasi-1D quantum
wells at LAO-STO interface [50–52] or similar oxides where
RSOC is strong, gate tunable, and the shape design can be

achieved not only by nanolithography but also by electrical
means. For the aforementioned materials and configurations,
the occurrence of a �d texture can be primarily investigated
through a measurement of magnetization steps in the search
of anomalies of the flux quantization (e.g., half-integer fluxoid
states [53]). Fingerprints of �d texture may be also observed
as a reduction in the intensity of the electron spin resonance
at a characteristic frequency related to the RSOC coupling
[54]. Since the �d texture encodes the information of the
spin of Cooper pairs, a signature of its spatial profile may
manifest in the spectrum of the spin waves which couple
to an applied field and it can be detected through NMR
experiments [55,56]. Finally, it is well established that the
generation and manipulation of quasi-1D SC topological
phases require breaking of time-reversal symmetry (e.g., via
magnetic fields or by proximity to ferromagnets) in order to
get an effective p-wave superconductivity. In this context,
although our study refers to time-reversal invariant states,
the obtained results may provide interesting perspectives.
On one hand, they can stimulate the search for geometric
manipulation of topological states in heterostructures based
on elliptically or asymmetric shaped semiconducting rings
[57–62] as well as by employing suitably shaped topological
insulators [63] interfaced with s-wave superconductors. On the
other hand, they can lead to further investigation of topological
phases with broken time-reversal symmetry and nontrivial
geometry.
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