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Optical signatures of the superconducting Goldstone mode in granular aluminum:
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Recent advances in the experimental growth and control of disordered thin films, heterostructures, and
interfaces provide fertile ground for the observation and characterization of the collective superconducting
excitations emerging below Tc after breaking the U (1) gauge symmetry. Here we combine THz experiments
in a nanostructured granular Al thin film and theoretical calculations to demonstrate the existence of optically
active phase modes, which represent the Goldstone excitations of the broken gauge symmetry. By measuring
the complex transmission through the sample we identify a sizable and temperature-dependent optical subgap
absorption, which cannot be ascribed to quasiparticle excitations. A quantitative modeling of this material as
a disordered Josephson array of nanograins allows us to determine, with no free parameters, the structure of
the spatial inhomogeneities induced by shell effects. Besides being responsible for the enhancement of the
critical temperature with respect to bulk Al, already observed in the past, this spatial inhomogeneity provides a
mechanism for the optical visibility of the Goldstone mode. By computing explicitly the optical spectrum of the
superconducting phase fluctuations we obtain a good quantitative description of the experimental data. Our results
demonstrate that nanograin arrays are a promising setting to study and control the collective superconducting
excitations via optical means.
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I. INTRODUCTION

Zero resistance at finite temperature in systems where
momentum is not conserved, one of the defining features
of a superconductor, is strictly related [1,2] to the phase
rigidity of the complex order parameter. Phase rigidity is a
typical consequence of spontaneous symmetry breaking: the
Hamiltonian that describes the superconductor is invariant
under a phase rotation of the electronic degrees of freedom but
in the ground state the macroscopic order parameter chooses
a particular value of the electronic phase, and therefore breaks
spontaneously this rotational U (1) symmetry. According to
the Goldstone theorem, the collective excitation connecting
the possible degenerate ground states must be massless at long
wavelength [1,2].

In principle, this collective mode, usually termed the Gold-
stone mode [3,4], should manifest as a low-energy excitation.
In the context of superconductivity it should appear as a subgap
excitation. However, despite intensive research, it has not
yet conclusively been observed experimentally. The standard
explanation is based on the idea of Anderson [5], proposed
shortly after the BCS theory: Coulomb interactions, present
in any material, boost the typical frequency of the Goldstone
mode to the plasma energy scale, well above the energy gap,
so that it cannot be thermally excited at temperatures below
the superconducting (SC) critical temperature Tc. A second
issue is that typical spectroscopic measurements probe the
system in the long-wavelength regime where the phase mode
is decoupled from the transverse electromagnetic field, so that

one cannot observe it in the ac conductivity. However, these
conclusions only hold for a spatially homogeneous SC state,
since disorder and inhomogeneity can affect both the spectrum
of the phase mode and its optical visibility.

In recent years, due to experimental advances in the
growth and control of SC thin films, the electromagnetic
response of conventional superconductors has been studied
with unprecedented precision and in a broad range of disorder
strengths. The improved experimental resolution revealed that
in some conventional s-wave superconductors, such as NbN,
InOx , and granular Al, a finite absorption can be found
even below the threshold 2� for the Cooper-pair breaking,
with � being the SC gap [6–14]. One possible interpretation
[15–18] of these experiments points out to the relevance of
the Goldstone mode, made optically active by the spontaneous
inhomogeneity of the SC ground state that has been observed
in strongly disordered films [19–29]. This interpretation is
still under debate for two main reasons. From one side, the
explicit calculation of the phase-mode absorption has been
performed so far [15–18] under the assumption that long-range
Coulomb forces should not be included. This relies on the
expectation that the optical conductivity is the response to the
local field, so it is irreducible with respect to the Coulomb
interaction [16,30]; i.e., it only depends on the undressed
soundlike phase spectrum. Nonetheless, disorder could still
mix the reducible and irreducible response, and an explicit
estimate of this effect is still lacking. From the other side, other
mechanisms could potentially induce subgap excitations in the
proximity of the superconductor-to-insulator transition (SIT).
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One interesting proposal [9] is that large enough disorder
can push the SC system towards an effective strong-coupling
regime, where the energy scale of the Higgs mode would lie
below the one for Cooper-pair breaking, making it visible
as a subgap excitation. However, explicit calculations [31]
within disordered fermionic models did not find yet evidence
of a sharp, subgap Higgs mode in the strong-coupling regime
emerging near the SIT.

It is then clear that an experimental confirmation of the
role of Goldstone modes would require a weakly coupled and
inhomogeneous superconductor, where the inhomogeneity is
not driven by too large disorder, so that the subgap features
cannot be attributed to other unrelated effects. It would be
also desirable to establish a quantitative relation between the
experimental source of inhomogeneity and the parameters
of the theoretical model, that presently is not known for
inhomogeneities induced by impurities. A promising settings
for this analysis is provided by films made of well-coupled
nanograins. Indeed, recent research [32–37] in single isolated
superconducting nanograins of Sn has found that shell effects,
induced by fluctuations in the density of states, lead to large
changes in the SC gap by very small changes in the grain
size, provided that the grain shape is sufficiently symmetric.
As a result, a Josephson array of SC nanograins can be highly
inhomogeneous even when the SC transition occurs very far
from the SIT. Unlike inhomogeneities induced by impurities
it is possible to know experimentally [14,38–40], with relative
accuracy, the grain size, its distribution, and the density of
grains, that control the resistivity of the material and the
inhomogeneity of its SC properties. An additional advantage
of the nanograins, as compared to strongly disordered super-
conductors and arrays made of artificial Josephson junctions,
is that in this case the capacitive charging energy of each grain
dominates over the junction capacitance. In this situation the
long-range part of the Coulomb interaction is automatically
screened, and the phase mode remains an acoustical mode at
long wavelength [41–45].

A prototype system belonging to this category is granular
Al. The typical grain size, a few nanometers, and its shape,
spherical, is optimal [45,46] to observe strong shell effects
and consequently strong inhomogeneities in the array even in
the low-resistivity region, where the average coupling among
grains is strong enough to give a dc conductivity consistent
with metallic behavior. An indirect proof of the emerging
inhomogeneity is provided by the experimentally observed
enhancement of the critical temperature [14,38,39,47,48] with
respect to bulk Al. Indeed, one of the possible mechanisms [48]
proposed to explain this effect is that the local enhancement
of the superconducting gap due to shell effects can increase,
within a percolative scheme, the critical temperature of the
array [45].

A natural question to ask is whether inhomogeneities
induced by shell effects can also lead to the observation
of collective Goldstone excitations. Here we answer this
question positively. More specifically, we first provide direct
experimental evidence of a broad subgap resonance in the
ac conductivity of granular Al film deep in the metallic
region. In this sample corrections to the bulk mean field due
to shell effects are still substantial to induce inhomogeneity
in the system, but the film is metallic enough to suppress

the corrections to the critical temperature due to quantum
phase fluctuations [45]. We model granular Al as an array
of nanograins where the inhomogeneity of the Josephson
coupling between grains is computed microscopically starting
from the grain-size distribution. The obtained distribution of
the local coupling is then used as an input to compute both
the Tc of the array and the optical response of the disordered
phase modes. The same model can then explain two striking
experimental observations in the system: (i) the enhancement
of Tc with respect to bulk Al and (ii) the emergence of an
optically active Goldstone mode, visible as an extra subgap
absorption. The good quantitative agreement between the
theoretical calculations and the experiments provides strong
support to the relevance of Goldstone modes in inhomoge-
neous superconductors, opening interesting perspectives for
applications in artificially designed inhomogeneous systems.

The paper is organized as follows: In Sec. II we describe
the experimental setup and the measurements in a granular
Al sample in the metallic regime. Section III describes the
theoretical model used to compute the SC properties of the
arrays. In Sec. IV we compare explicitly the theoretical
results with the experimental data for the THz conductivity.
The concluding remarks are presented in Sec. V. Additional
technical details on the theoretical calculations are provided
in Appendixes A and B.

II. EXPERIMENTS

To access the frequency-dependent (ν) complex conduc-
tivity σ (ν) = σ1(ν) + iσ2(ν), we performed phase-sensitive
measurements [49] of the complex transmission coefficient
of tunable and coherent THz radiation passing through a
granular Al film of d = 40 nm thickness. The film was grown
on a MgO2 dielectric 10 × 10 mm2 substrate held at 77 K
via thermal evaporation in partial pressure of O2. The O2

concentration during deposition was adjusted so as to produce
a granular morphology characterized by a dc resistivity
of ρdc = 0.26 × 10−3 � cm at 5 K and a strongly enhanced Tc

of 2.74 K. We simultaneously fitted the amplitude and phase of
the transmitted THz radiation with Fresnel equations via σ1 and
σ2 (detailed information on the analysis procedure is found in
[49]). Note that this approach is not based on any microscopic
model for the charge carrier dynamics. The low-temperature
data for several samples at different disorder levels have been
shown in a previous publication [14].

As σ1 equally probes the coupling of light to single-particle
excitations as well as to optically active collective modes of
the order parameter, it can be difficult to clearly disentangle
different absorption channels. To outline the effect of the
Goldstone mode, we focus on the real (dissipative) part
σ1 and define the excess conductivity with respect to the
Mattis-Bardeen BCS prediction

σ exc

σdc

≡ σ
exp
1 − σ BCS

1

σdc

, (1)

where σdc is the dc conductivity measured right above Tc.
We infer σ BCS

1 by fitting σ
exp
1 at frequencies above the energy

gap, i.e., the excitations into the quasiparticle continuum, to
the standard Mattis-Bardeen functional [14,50]; see Fig. 1.
Interestingly, this yields a surprisingly good description of
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FIG. 1. Real part (full circles) of the experimentally determined
(normalized) dynamical conductivity σ

exp
1 versus frequency ν at

various temperatures below Tc = 2.74 K. The solid lines are fits
to the Mattis-Bardeen BCS prediction restricted to frequencies
ν � 2�/(hc). The bars document the excessive conductivity σ exc, as
defined in Eq. (1). The inset of the top panel shows the temperature
dependence of the SC gap �(T ) (stars) extracted from the Mattis-
Bardeen analysis of the optical conductivity, along with a BCS fit
(solid line).

σ
exp
1 (ν) for ν � 2�/(hc) and, at the same time, reveals

(and quantifies) the notable excessive absorption σ exc
1 (ν) at

frequencies below twice the SC gap. As one can see in Fig. 1, as
the temperature rises from T = 1.6 K towards Tc = 2.74 K, the
extra absorption gets continuously suppressed, but nonetheless
it still represents a significant contribution to σ

exp
1 aside

the thermally excited quasiparticles. On the other hand, the
remaining features of the spectra are rather conventional.

For example, the inset of Fig. 1 shows the temperature
dependence of the gap, as extracted from the Mattis-Bardeen
fit. It can be very well fitted to a BCS-like behavior, giving
an extrapolated value at T = 0 equal to � = 0.4 meV, so
that �/Tc = 1.78 has the conventional weak-coupling value,
despite the enhancement of the Tc as compared to bulk Al.

As observed before [14], the presence of extra subgap
absorption is a general feature of granular Al samples
regardless of the level of intergrain coupling, measured by the
value of the normal-state resistivity. This has to be contrasted
with homogeneously disordered films of conventional super-
conductor [7,9,10,51], where significant deviations from the
Mattis-Bardeen prediction only occurs at relatively large dis-
order levels, where the dc conductivity displays an insulating
behavior. To make a quantitative comparison let us consider
for example the NbN films of Ref. [10]. Here a consistent
subgap absorption, comparable to the one reported in Fig. 1,
appears only for film resistance ρdc = 1.2 × 10−3 � cm, with
film thickness 60–120 nm. For our granular Al sample the
subgap absorption can be clearly distinguished already for a
resistivity value about one order of magnitude smaller, ρdc =
0.26 × 10−3 � cm (and d = 40 nm), so that the system is far
from the insulating regime, with a large dimensionless con-
ductance [43] g = G/(2e2/h̄) ∼ 33. In addition, the intragrain
conductance for our system is estimated (see Appendix A) as
g0 ∼ 2(kF R)2/(3π ) ≈ 64.98R2, where the grain radius R is in
nanometers. For the typical distribution of grain sizes in our
sample (see Sec. III) we have g0 � g, so we do not expect to
find above Tc the pronounced insulating behavior reported in
other granular systems [43,52]. Since our setup is optimized
for low-temperature measurements we measured ρdc only
up to temperatures ∼2Tc, where we detected the standard
paraconductivity suppression, well reproduced by ordinary
Gaussian fluctuations [14]. At larger temperatures resistivity
measurements done in similar samples [53] confirm that the
normal-state resistivity has mostly a metallic-like behavior.

III. THEORETICAL MODEL

A. Optical response of disordered phase modes

As a starting point for the theoretical analysis of the optical
conductivity we need a proper model for the phase degrees of
freedom in an inhomogeneous superconductor. Our main aim
is to study low-energy properties for which it is not necessary
to consider amplitude fluctuations. We will also consider the
quasi-two-dimensional limit for computational simplicity. A
reasonable description for the phase fluctuations in a granular
system is then provided by the two-dimensional (2D) quantum
XY model [54,55] for S = 1/2 pseudospins with bonds on a
square lattice:

HXY = −2
∑
〈i,j〉

Jij (S+
i S−

j + H.c.), (2)

where the sum is extended to all the pairs of nearest-neighbor
sites and Jij is the hopping that depends on the resistance of
the model and the value of the SC gap, i.e., the amplitude of
order parameter, in neighboring grains. The local gap can be
computed in the mean-field limit as a function of the grain
size [45]. We first discuss the outcomes of the model (2) for a
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generic Jij . In the second part of the section we describe the
details of the calculation of Jij .

The idea underlying the present approach is the well-known
Anderson mapping [55] between an s-wave superconductor
and the pseudospin Hamiltonian (2). Here the Si are spin-1/2
operators, such that the in-plane spin component describes
the pairing operator, S−

i = ci↓ci↑, while the z component
describes the local density, Sz

i = 1
2 (

∑
σ c

†
iσ ciσ − 1), with ciσ

fermionic annihilation operators. Thus within such a spinlike
picture of superconductivity the SC order appears as the
spontaneous magnetization of the XY component, and Jij > 0
is the hopping amplitude, which represents the energetic gain
to move a Cooper pair from a given site j to a nearest-neighbor
site i.

An exact treatment of Eq. (2) is beyond current analytical
techniques. In order to proceed we compute the mean-field
ground state, and fluctuations with respect to the mean-field
ground state, by mapping the spins into bosonic operators
by means of the usual Holstein-Primakov approximation
(see Appendix B). After the mapping, the evaluation of
the superconducting phase-mode spectrum is equivalent to
the evaluation of the spin-wave spectrum in an ordinary
ferromagnetic spin model. In practice, this is equivalent to
studying the following quantum phase-only model:

HHP 	 1

2

[ ∑
i,μ=x,y

Ji,i+μ(�μθi)
2 +

∑
i,μ=±x,±y

4Ji,i+μL2
i

]
, (3)

where Li are the quantum operators canonically conjugated to
the phase operators θi and �μ=x,y is the discrete phase gradient
in the μ direction. In the homogeneous case Ji,i+μ = J one
can easily see that Eq. (3) describes a soundlike phase mode.
Indeed, deriving the action corresponding to the Hamiltonian
via the usual identification 16JL2

i → (h̄∂t θ )2/16J one imme-
diately obtains

SHP = 1

2

∫
dtdx

[
− J (∇θ )2 + 1

16Jξ 2
0

(h̄∂t θ )2

]
(4)

= 1

2

∫
dωdq

[
− Jq2 + 1

16Jξ 2
0

(h̄ω)2

]
|θ (q,ω)|2, (5)

so that the phase-mode spectrum is soundlike with typical
velocity vs = 4Jξ0/h̄:

ω = (4Jξ0/h̄)q = vsq. (6)

Here the scale ξ0 is the coherence length, which represents the
typical length scale over which the coarse-grained model (2)
is valid.

The quantum model (3) coincides with the one usually
assumed for Al nanograins, which can be modeled [41–45]
as a Josephson-junction array in the limit where the self-
capacitance dominates over the capacitance of the junctions,
so that nonlocal LiLj quantum terms in Eq. (3) are absent.
In this regime the long-range part of the Coulomb force is
screened, and the phase mode is not converted into a plasmon
[41,42]. The local quantum term of Eq. (3) is then equivalent to
the usual one Hc = Ec

∑
i n̂

2
i reported in Refs. [42,43] where

Ec is the charging energy, which sets the scale of Coulomb
interactions, and the density operator n̂i is identified with the
quantum operator canonically conjugated to the phase, denoted

as Li in Eq. (3). Even if Ec (proportional to the inverse grain
capacitance) is still large, for samples in the metallic limit, such
as the one we are considering, Ec is strongly renormalized by
the tunneling of electrons between neighboring grains [41,44].
This effect renormalizes the local charging energy to the scale
of J [44,45] exactly as found in Eq. (3) starting directly from
the quantum pseudospin model (2).

In weakly disordered and homogeneous BCS supercon-
ductors the phase modes are optically inert at Gaussian
level. Indeed, despite the fact that they are crucial to restore
the gauge invariance of the longitudinal response [1,16,18],
they do not contribute to the transverse physical response,
which reduces to the superfluid contribution at ω = 0. As a
consequence the real part of the optical conductivity is well
described by the usual Mattis-Bardeen expression [50], with a
superfluid delta peak at ω = 0, followed by a finite absorption
above the threshold 2� where Cooper-pair breaking by the
electromagnetic field begins. However, this picture is modified
at strong disorder, and in general when the system displays
a spatial inhomogeneity, since the disordered phase modes
give rise to finite-frequency absorption [15–17] already in the
Gaussian approximation. A simple argument to understand
this effect is sketched in Fig. 2. In granular Al, shell effects
induce a spatial inhomogeneity in the local stiffness of the
model (2). In this situation the phase fluctuations of the local
SC order parameter induced by the incoming radiation are
larger when the phase rigidity (i.e., Jij ) is smaller. This leads
to an inelastic response which results in a partial absorption
of the electromagnetic field, i.e., in a finite value of the real
part of the ac optical conductivity. In other words, the phase
modes at the characteristic finite momentum ξ0q̄ ∼ 1 set by
the inhomogeneity become mixed to the transverse physical
response at q = 0. The typical energy scale of the absorption
is then

h̄ω̄ ∼ 4J (ξ0q̄) ∼ 4J (7)

so that it is given by the overall scale J of the local Josephson
couplings in Eq. (2), which will be in the following our main
fitting parameter.

The above qualitative arguments can be made quantitative
by computing explicitly the optical conductivity of the model
(2) within the Holstein-Primakoff approximation (3). Follow-
ing the general procedure outlined in Ref. [16] the optical
conductivity, e.g., in the x direction, is given by (details are
given in Appendix B)

σ (ω) = Dsδ(ω) + σreg(ω), (8)

D = 4

N

∑
i

Ji,i+x̂ , (9)

Ds = D − 2

π

∑
α

Zα, (10)

σreg(ω) =
∑

α

Zα[δ(ω − Eα) + δ(ω + Eα)], (11)

where N is the number of lattice sites and D, Ds denote the
diamagnetic and superfluid weight, respectively. Here Eα are
the eigenvalues of the disordered phase spectrum of the model
(3), and Zα represents their electrical dipoles. These are given
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FIG. 2. Sketch of the optical response of a Josephson junction
array, modeled as in Eq. (2). Here the arrows represent the local
spins on the array sites, connected by springs representing the local
stiffnesses Jij . To visualize its inhomogeneity, we set the arrow
length proportional to the strength of the local stiffness. In the clean
case, panel (a), the phase modes are decoupled from the transverse
electromagnetic field, so the spins preserve their orientation (i.e., the
phase of the SC order parameter is unchanged) and the radiation is
not absorbed. On the other hand in the disordered case, panel (b),
the spins respond to the incoming radiation with a local change of
their relative direction that is larger when the system has lower phase
rigidity (i.e., lower local Jij ). This leads to an inelastic response which
absorbs part of the incoming radiation.

explicitly by

Zα = 4

Eα

(∑
i

Ji,i+x̂�μφα,i

)2

, (12)

where the φα,i are connected to the eigenvectors of each Eα

mode [see Eq. (B13) below]. Even though we deal with a

purely bosonic model, it has been shown [16,31] that the
present calculation is equivalent to compute the RPA leading
contribution in the phase fluctuations to the optical conductiv-
ity of a fermionic systems. In other words, σreg corresponds
to the process where the particle-hole excitation created by
the incoming electromagnetic field excites a single-phason
mode before than recombining. In the clean case this process
vanishes, as one can easily understand from Eq. (12). Indeed,
when the system is homogeneous, i.e., Ji,i+μ = J , each Zα is
proportional to the total gradient of the phase over the system,
which vanishes for periodic boundary conditions. In this case,
the optical conductivity Eq. (8) consists only of the superfluid
peak at ω = 0, with Ds = D = 4J . However disorder in the
local Josephson couplings between grains induces a finite
electrical dipole for the phase modes, leading to a regular
part σreg of the optical conductivity (8), responsible for the
finite-frequency absorption. As discussed in Refs. [16,31], the
equivalent process where a single Higgs mode is excited is also
possible in the presence of disorder, but its contribution is far
smaller than the one due to phase fluctuations. We notice also
that such single-phason process is intimately different from
the usual diagrammatic corrections to the conductivity due
to the superconducting fluctuations above Tc [56], that have
been discussed in the context of granular systems [43,57].
Indeed, in contrast to what happens for Gaussian fluctuations
above Tc, the U (1) symmetry breaking below Tc allows one
to identify two separate amplitude and phase modes, leading
to different selection rules for the diagrams responsible for
fluctuation corrections. In particular, disorder makes finite the
diagrams equivalent to a single-mode excitation, that vanish
instead in the homogeneous case [16,18]. The exact form of
the resulting absorption depends in general on the disorder of
the local stiffnesses Ji,j used in the model (2). To make contact
with the structure of granular Al, we will compute in the next
section the distribution of the Jij due to shell effects in an array
of nanograins.

B. Calculation of Ji j and P( Ji j )

As was mentioned previously, we model granular aluminum
as an array of nanograins with different size [45,58]. Thanks
to shell effects and to the finite grain-size distribution one
obtains an inhomogeneous distribution of local values �i of
the SC gap and critical temperature [45,46]. The strength of
the inhomogeneities is controlled by the effective electron-
phonon coupling, the grain-size distribution, and the strength
of the coupling among grains. Typically the smaller and more
isolated the grain is, the stronger are the inhomogeneities of
the sample.

It is worth noting that the inhomogeneity on the SC
order parameter itself is not enough to explain, within a
BCS approach for the optical conductivity, the observed
subgap absorption. Indeed, by computing explicitly the optical
conductivity within a fermionic disordered model it has been
shown in Refs. [16,18] that even when the local SC order
parameter �i varies strongly in space the BCS response still
displays a hard optical gap. The subgap features can only be
found by adding vertex corrections to the bare BCS response,
which corresponds to compute the optical contribution of SC
phase modes, as done within the effective bosonic model
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discussed in the previous section. Analogously, recent attempts
to model the local-gap variations as a a phenomenological
modification of the density of states within the Mattis-Bardeen
can at most lead to a smearing of the hard optical gap, but not
to the well-defined subgap peak observed in our experiments.

In order to account for the experimental observations
we need then to compute the inhomogeneity of the local
stiffnesses, that is the prerequisite to obtain from Eq. (12) a
finite optical dipole of the phase modes responsible for subgap
absorption. In situations in which BCS theory applies, the
distribution of the local stiffness Jij of the model (2) is given
by the Ambegaokar-Baratoff expression [59]:

Jij = �i�j

β

RQ

RN

×
+∞∑

l=−∞

1√[(
π(2l−1)

β

)2
+ �2

i

]
+

[(
π(2l−1)

β

)2
+ �2

j

] ,

(13)

where β = (kBT )−1 with kB the Boltzmann constant. We
compute �i(L) by solving numerically the BCS gap equation
for a spherical grain of size L where we also took into account
that the grain is open; namely, electrons can hop from one grain
to another. The hopping is more likely as the normal-state
resistivity becomes smaller. Effectively this hopping smears
out the spectral density that weakens shell effects, especially
in the deep metallic regime where the electron hops to another
grain very quickly. Details of the calculation are given in
Appendix A.

The distribution of Jij is ultimately determined by the
experimental distribution of grain sizes. From experiments
[38,39] we know that for the range of resistances of interest
the distribution of sizes is close to a log-normal distribution
with an average diameter 2 nm and variance of 0.5 nm. This
is the distribution that we will use in the rest of the paper.
Despite the broad distribution of sizes, the fact that the typical
size is only 2 nm cast doubt on the applicability of BCS in
most grains as for L ∼ 2 nm the mean level spacing is much
larger than the superconducting gap, violating thus Anderson’s
criterion. However we note that this criterion is only applicable
for isolated grains where the spectrum is discrete with no
imaginary part. The smearing of the spectral density mentioned
above has also the effect of bringing back enough spectral
weight close to the Fermi energy so that a mean-field approach
is applicable. This is especially true in the good metallic limit
we are interested in.

We are now ready for the computation of the distribution
P (Jij ). We will normalize it with respect to the hopping J0 in
the limit of a homogeneous array:

J0 = �0RQ

2RN

tanh

(
β�0

2

)
, (14)

where �0 is the bulk value of the gap in the homogeneous case
and we defined the quantum of resistance as

RQ = h

4e2
= 6.45k�, (15)

0 1 2
Jij/J0

0

1

2

3

4

P(
J ij/J

0)

T=0.5 K
T=1.0 K
T=1.5 K

FIG. 3. Distribution of the Josephson couplings P (Jij /J0) for
RN/RQ = 0.01, as appropriate for the sample shown in Fig. 1.
Following the experimental results of Ref. [38–40], we assume that
the distribution of grain sizes is log-normal with a typical radius of
1 nm. The couplings Jij are computed exactly combining the exact
solution of the BCS gap equation taking into account the coupling to
other grains and the fluctuating spectral density (see Appendix A for
more details).

while RN is the normal-state resistance per square of the
array. For the sample shown in Fig. 1 ρdc = 263 μ� cm,
that for d = 40 nm gives RN = 65.75 � 	 0.01RQ, which
is deep in the metallic region. In Fig. 3 we depict the
corresponding distribution P (Jij ) for different temperatures. It
is strongly bimodal with a peak at zero hopping corresponding
to bonds where the gap vanishes. The other peak has relatively
fat tails centered at a J larger than the bulk one at that
temperature. Once the distribution of local stiffnesses is
known, we can also estimate the global critical temperature
as induced by percolation of spheres, which is known to
be a good approximation in the limit of small resistance,
i.e., RN/RQ � 1 [45]. The existence of large tails in the
distribution of the stiffness implies that the global Tc given
by percolation is substantially enhanced. Indeed, by mapping
the local Jij to local Tc values one can estimate the Tc of the
array as the temperature where the percolation threshold is
reached, as discussed in Ref. [45]. By using this approach we
get here Tc ∼ 1.75T bulk

c . Even if this is still smaller than the
experimental value Tc/T 0

c = 2.3 (Tc = 2.74 K) it goes in the
right direction.

IV. COMPARISON BETWEEN THEORY
AND EXPERIMENTS

After computing the distribution of the local stiffness, we
use it to obtain the optical conductivity according to Eq. (8)
above. As we mentioned previously, we need to fix the overall
scale J of the stiffness, since in general σ (ω) will be different
from zero in a range of values

0 < ω/J < γ, (16)

where γ depends on the model for the disorder, i.e., on
the form of P (Jij ). The experiments observe a substantial
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FIG. 4. Optical conductivity (solid lines) obtained by using the
P (J/J0) extracted from the shell model; see Fig. 3. The data points
correspond to the normalized excess conductivity shown as bars in
Fig. 1.

subgap absorption in a range of energies such that γ J � 2�,
i.e., below the threshold for quasiparticle creation. As a
consequence we will fix J in order to have our simulation
overlap with the experimental data. We note that our model
only describes the absorption by Goldstone modes. Thus,
to make contact with the experimentally determined excess
conductivity (1) we must use a proper normalization. Since our
model is taken for computational simplification as purely two-
dimensional, the conductivity is a multiple of the 2D quantum
of absorption σ0 = e2/h̄ = 0.25 × 10−3 �. To translate it in a
3D conductivity we should then divide our 2D conductivity by
a transverse length scale d̃ of the order of the distance between
layers. Notice that, for the same reason, our overall scale J is
expected to be quantitatively lower than the stiffness J0 of the
whole array, as given by Eq. (14) above.

To test the effects of the SC inhomogeneity induced by the
granular nature of the film we compare in Fig. 4 the optical
conductivity obtained from the P (Jij /J ) distribution of Fig. 3
with the experimental data, by using the overall strength of
the equivalent 2D homogeneous coupling J as the only free
parameter. Even though the distribution of the P (Jij ) obtained
by considering shell effects is itself temperature dependent
due to the temperature variation of the SC order parameter �i ,
we fixed here its shape at T = 0 and let the system evolve
thermally according to the mean-field solution of the model
(2). This approach is equivalent to accounting for the effects
due to phase fluctuations alone, without including also the ones
due to thermal suppression of the pairing, which is not present
in the phase-only model (2). Details on the T dependence are
given in Appendix B. As one can see in Fig. 4 the calculations
account reasonably well for the experimental data, considering
that the distribution of the P (Jij /J ) has been determined
microscopically without any free parameter, except for the
overall scale J setting the local 2D stiffness, that we determine
as J = 0.4 cm−1. The transverse length scale is relatively
small, d̃ = 0.6 Å, but still consistent with our 2D limit.

By closer inspection of Fig. 3 one sees that roughly speaking
the P (Jij ) resembles a bimodal distribution, with about

0 2 4 6 8
Frequency ν (cm

-1
)

0

0.5

1

1.5

σex
c /σ

dc

T=1.6 K
T=1.8 K
T=2.0 K
T=2.2 K
T=2.4 K

FIG. 5. Optical conductivity (solid lines) obtained from the
diluted XY model, using a dilution level p = 0.205 corresponding to
a bimodal approximation for the microscopic distribution of Fig. 3.
The data points correspond to the normalized excess conductivity
shown as bars in Fig. 1.

p = 0.2 spectral weight in the bonds with Jij = 0. We then
tested the possibility to reproduce the experiments with a
similar but simpler diluted distribution, where Jij has a
probability p = 0.2 of having value Jij = 0 and probability
1 − p of having a value Jij = J . The result for the bimodal
distribution is shown in Fig. 5. For the diluted model the
support of the P (Jij /J0) is more compact, so the absorption
occurs for a smaller value of γ in Eq. (16). This implies that
both J = 0.9 cm−1 and d̃ = 1.24 Å turn out to be about a
factor of two larger. At present, the available experimental
data do not allow us to seriously discriminate between the two
distributions, even though the diluted model displays a slightly
better agreement for the temperature evolution.

Finally, we can use the extracted information on the values
of J and d̃ to make contact with the measured value of
the magnetic penetration depth λ, that can be obtained by
extrapolating the measured σ2(ω) at zero frequency. More
specifically, the inverse penetration depth is connected to the
superfluid stiffness Js = h̄n2d

s /4m of the sample by [14]

Js [K] = 0.62 × d̃

λ2 [μm2]
(17)

with d̃ given in Å. According to Eq. (8) above, the superfluid
stiffness Js is given by the values of Ds obtained numerically,
as Js = Ds/4. For the case of the microscopic P (Jij ) shown
in Fig. 4 we obtain that Js = 0.625J = 0.35 K, so that
λ−2 = 0.93 (μm)−2, while for the diluted model we have that
Js = 0.57J = 0.72 K but since d̃ is larger we get analogously
λ−2 = 0.9 (μm)−2. In both cases we then obtain a very
good agreement with the measured value λ−2

exp = 1.06 (μm)−2,
reinforcing the consistency of the overall theoretical analysis.

V. CONCLUSIONS

Our work presents a comprehensive experimental and
theoretical analysis of the unconventional superconducting
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THz response of granular Al. By measuring the complex
conductivity of the system across the critical temperature
we have clearly established the existence of a sizable optical
absorption that cannot be ascribed either to thermally excited
quasiparticles or to the Cooper pairs broken by the electromag-
netic field. Such extra absorption represents a striking violation
of the usual Mattis-Bardeen paradigm for disordered BCS
superconductors. At the same time, the critical temperature
of the film greatly exceeds the one of bulk Al. We have shown
that both features can be quantitatively described by modeling
granular aluminum as an array of Al nanograins, where the
local Josephson couplings Jij between neighboring grains
present a wide distribution with fat tails. Such inhomogeneity,
induced by shell effects in each nanograin and by the
distribution of grain sizes, can be computed microscopically
by using as input parameters the well-known BCS values
of bulk Al. The inhomogeneity of the array has two crucial
consequences. On one side, the nonvanishing probability
of large local values of the SC gap and then of the local
Josephson coupling Jij explains, within a percolative scheme,
the enhancement of Tc with respect to the homogeneous
case. On the other side the inhomogeneity makes the SC
phase mode optically active, explaining the anomalous subgap
absorption. While the SC inhomogeneity has been also proven
to emerge in homogeneously disordered films in proximity
of the insulating state, in granular Al film it is a natural
consequence of the confinement of superconductivity at the
nanoscale. As such, it also manifests in arrays of well-coupled
grains, where the overall resistivity still preserves a metallic
behavior. The nanostructure has also another advantage, that
has been emphasized in the above discussion: it makes the local
charging effects stronger, screening the long-range Coulomb
forces and leaving intact the soundlike dispersion of the
Goldstone mode. The inherent inhomogeneity can then make
the phase mode optically active, explaining the anomalous
subgap absorption observed experimentally.

Our results provide thus strong evidence that the Goldstone
mode can be observed in metallic superconducting nanograins,
provided that the superconducting state is sufficiently inho-
mogeneous. The optical signatures of the phase modes are
not universal, but depend on the probability distribution of
the local, inhomogeneous Josephson couplings. On a wider
perspective, one can imagine designing an artificial array of
Josephson junctions to explore the evolution of the phase
response as a function of the Coulomb screening, controlled by
the relative strength of the local charging energy with respect
to the junction capacitance. This approach would ultimately
address the long-standing issue of the interplay between
inhomogeneity and Coulomb interactions in homogeneously
disordered systems, and their effect on the optical visibility of
the Goldstone mode.
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APPENDIX A: NUMERICAL CALCULATION OF THE
SUPERCONDUCTING GAP IN ISOLATED AND OPEN

SPHERICAL NANOGRAINS

To establish the relevance of quantization effects on the
scale of each grain for our sample we can estimate the mean-
level spacing δ from δ = (νV )−1 where V is the grain volume
and ν the density of state, so that δ ∼ (3/2)πEF /(kF R)3 ≈
10.23/R3 meV, where the grain radius R is in nanometers. As
mentioned in Sec. III B the probability distribution of grain
sizes is log-normal and therefore rather broad: from R ∼ 1 nm
to R > 4 nm. Thus for most grains the relation between δ and
� is such that quantization effects at the level of each grain are
relevant, so we expect a wide-gap distribution induced by shell
effects [45,46]. On the other hand, since we are deep in the
metallic regime g  1 (see Sec. II), intergrain tunneling is very
frequent, making BCS theory applicable for all grains and also
reducing shell effects with respect to those found in isolated
grains. Finally, from δ we can also estimate the intragrain
conductance g0, which can be related to the Thouless energy
Eth as g0 = Eth/δ. Since motion is ballistic in our grains we
get g0 ∼ 2(kF R)2/(3π ) ≈ 64.98R2, leading to g0 � g for our
sample, as mentioned at the end of Sec. II.

We have carried out a fully numerical calculation of the
BCS energy gap with an effectively complex spectrum that
accounts, in a spherical grain of radius R, for the possibility
of tunneling to other grains. The resulting gap equation is

1 = λeff

2

∫ εD

−εD

∑
n

cnνγ (ε′ − εn)F (T )√
ε′2 + �(R,T )2

dε′ (A1)

with λeff = λ(1 + 3π
4kF R

). This additional factor accounts for
the leading correction to the bulk coupling constant as a
consequence of nontrivial matrix elements [33,34],

νγ (ε) = γ

π

1

ε2 + γ 2
. (A2)

The spectrum εn is obtained from the zeros of the Bessel func-
tion of order n + 1/2. In the Fermi golden rule approximation,

γ ∼ 4zRQ

RNνT F (εF)
, (A3)

and F (T ) = tanh[
√

ε′2 + �(R,T )2/2T ].
For the case of granular Al considered in the present

work we use the well-known parameters for bulk Al, i.e.,
λ ≈ 0.18, εD = 36.4 meV, kF ≈ 17.5 nm−1, εF = 11.63 eV,
and ξ ∼ 1600 nm. We can then compute numerically the
superconducting gap �(R,T ) as a function of the grain-size
distribution and of the normal resistance RN , that is controlled
by the tunneling rate. Once the local �ij are determined, the
Josephson couplings between neighboring grains are given by
Eq. (13) in the main text.
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APPENDIX B: CALCULATION OF THE OPTICAL
CONDUCTIVITY IN THE DISORDERED XY MODEL

Let us first of all show the derivation of Eq. (3) from
the quantum pseudospin model (2). As a starting point we
compute the mean-field ground state, obtained by assuming
that the spins align in the plane along a given, say x, direction
〈Sx

i 〉 �= 0. By introducing the Weiss field Bi = 1
2

∑
j Jij 〈Sx

j 〉
the Hamiltonian (2) can be approximated at mean-field level
with HMF = − 1

2

∑
i BiS

x
i . One can then easily derive the

self-consistent equations

〈
Sx

i

〉 = 1

2
tanh(βBi), Bi =

∑
j=i+z

Jij tanh(βBj ), (B1)

where the sum over j in the above equation is extended to
all the z = 4 nearest neighbors. Once the ground state has
been determined, fluctuations above it can be described in the
Holstein-Primakoff approximation. At T = 0 this corresponds
to introducing the bosonic annihilation (creation) operators ai

(a†
i ), related to the spins by

Sx
i = 1/2 − a

†
i ai,

−Sz
i + iS

y

i = (1 − a
†
i ai)

1/2ai 	 ai, (B2)

−Sz
i − iS

y

i = a
†
i (1 − a

†
i ai)

1/2 	 a
†
i ,

where we oriented explicitly the quantization axis along x.
Substituting (B2) into (2), at the Gaussian level we get the
following Hamiltonian:

HXY 	 HMF + 1

2

∑
ij

(Aija
†
i aj + Bijaiaj ) + H.c., (B3)

with

Aij = 2δij

∑
j=i+z

Jij − Jij , (B4)

Bij = Jij . (B5)

At finite temperature the form of the Holstein-Primakov
relations (B2) has to be modified, to remove the contribution of
the thermal excitations leading to the suppression of the order
parameter (B1) from the definition of the bosonic operators a.
This implies that Eqs. (B2) have to be replaced by

Sx
i = tanh(βBi)/2 − a

†
i ai,

−Sz
i + iS

y

i =
√

tanh(βBi)(1 − a
†
i ai)

1/2ai 	
√

tanh(βBi)ai,

−Sz
i − iS

y

i = a
†
i

√
tanh(βBi)(1 − a

†
i ai)

1/2 	
√

tanh(βBi)a
†
i .

(B6)

At the same time we have to rescale the matrix elements (B4)
and (B5) appearing in (B3) as

Aij = 2δij

∑
j=i+z

Jij − Jij

√
tanh(βBi) tanh(βBj ), (B7)

Bij = Jij

√
tanh(βBi) tanh(βBj ). (B8)

The Hamiltonian (B3) can be diagonalized via a standard
Bogoliubov transformation for bosons:

ai =
∑

α

(uαiγα + vαiγ
†
α ), (B9)

a+
i =

∑
α

(vαiγα + uαiγ
†
α ), (B10)

so that

HPS =
∑

α

Eαγ †
αγα , (B11)

with the energies Eα � 0 and the coefficients u, v determined
by solving the secular equations: [γα,HPS] = Eαγα .

To describe the bosonic excitations in terms of collective
modes and complete the mapping into the quantum Hamil-
tonian (3) we need to make one further step by defining the
“phase operators” as

θi ≡ − S
y

i

tanh(βBi)/2
=

∑
α

φαi√
2i

(γ †
α − γα), (B12)

φαi ≡
√

2

tanh(βBi)
(uαi − vαi). (B13)

The θi’s are the quantum operators associated with the phase
fluctuations of the SC order parameter: this identification, that
will be formally justified below by the coupling of the Gauge
field in the original Hamiltonian (2), can be understood from a
semiclassical argument. Since, as we explained below Eq. (2),
the operator associated with the local order parameter is S− =
Sx − iSy if we put S− 	 |�i |(1 + iθi), this obviously implies
(B12), since in the pseudospin mapping |�i | = 〈Sx

i 〉. Once the
phase operators θi have been identified, we can equally define
their conjugate operators

Li = −Sz
i =

∑
α

�αi√
2

(γ †
α − γα), (B14)

with �α ≡ (uαi + vαi)/
√

2, which satisfy the usual com-
mutation relations [θi,Lj ] = iδij . By means of the def-
initions (B12)–(B14) one can easily derive Eq. (3),
where the coefficient of the (∇μθi)2 term is replaced
in general at finite temperature by Ji,i+μ → Ji,i+μ tanh
(βBi)/2 tanh(βBi+μ)/2.

To derive the current-current response function we need
to couple the superconductor to the gauge field A. By
exploiting once more the mapping between the fermions and
the pseudospin operators, and by using the well-known Peierls
substitution ci → cie

−ie
∫ ri A·dl for the fermionic operators, we

immediately get that the gauge field enters the pseudospin
Hamiltonian (2) as

S+
i S−

i+μ → S+
i S−

i+μe−2ieA
μ

i , (B15)

with the factor of two taking into account the double charge
of a Cooper pair and A

μ

i ≡ A(ri) · r̂μ. Here e is the electron
charge, and we set the sound velocity c = 1. By means of the
relation (B15) one can derive the current operator in terms
of the pseudospin operators, and then use again the Holstein-
Primakoff transformations (B6) to express it in terms of the
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spin-wave bosonic operators ai,a
†
i , or equivalently the phase-

momentum operators (B12)–(B14). In particular, it can be
easily shown that (B15) is equivalent to substituting �μθi →
�μθi − 2eA

μ

i inside the Hamiltonian (3), thus justifying
a posteriori the role of the θi in representing the phase of
the SC order parameter.

The operator associated with the current flowing across the
link (i,i + μ) then reads

I
μ

i = −∂HPS

∂A
μ

i

= −2eJ
μ

i

(
2eA

μ

i − �μθi

)
, (B16)

where, as usual, the first term is the diamagnetic part,
linearly proportional to the gauge field, while the second one
defines the paramagnetic current operator. By using the Kubo
formula, the current in linear-response theory can then be
written as

〈
I

μ

i (ω)
〉 = −

∑
jν

K
μν

ij (ω)Aν
j (ω), (B17)

where the electromagnetic kernel K
μν

ij is computed explicitly
as

K
μν

ij (ω) = 4e2

[
J

μ

i δμνδij − J
μ

i J ν
j

∑
α

�μφαi�νφαjEα

E2
α − (ω + i0+)2

]
.

(B18)

In the case of a uniform field along the x axis A = A(t)x̂,
we can define the optical conductivity by averaging over the
space coordinates: σ (ω) = − i/N

(ω+i0+)

∑
i

〈I x
i (ω)〉
A(ω) , with N the

number of lattice sites. The real part of the conductivity
reduces then to Eq. (8) in the main text. To compute it we
determine numerically at each temperature the eigenvalues
Eα and the eigenvectors (B9) and (B10) of the Hamiltonian
(B11) for a given disorder configuration of the Jij couplings
(using N = 30), and we then average the result over 100
disorder configurations. The self-consistent equation (B1)
gives a vanishing order parameter for a given mean-field
temperature TMF . To make a direct comparison with the
experimental data we then plot our numerical results as a
function of T/TMF for the corresponding value of T/Tc of
the experimental measurements.
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