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Evolution of multigap superconductivity in the atomically thin limit: Strain-enhanced
three-gap superconductivity in monolayer MgB2
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1Department of Physics, University of Antwerp, Groenenborgerlaan 171, B-2020 Antwerp, Belgium
2Department of Physics and Astronomy, Uppsala University, Box 516, SE-751 20 Uppsala, Sweden
(Received 10 May 2017; revised manuscript received 18 July 2017; published 11 September 2017)

Starting from first principles, we show the formation and evolution of superconducting gaps in MgB2 at
its ultrathin limit. Atomically thin MgB2 is distinctly different from bulk MgB2 in that surface states become
comparable in electronic density to the bulklike σ and π bands. Combining the ab initio electron-phonon coupling
with the anisotropic Eliashberg equations, we show that monolayer MgB2 develops three distinct superconducting
gaps, on completely separate parts of the Fermi surface due to the emergent surface contribution. These gaps
hybridize nontrivially with every extra monolayer added to the film owing to the opening of additional coupling
channels. Furthermore, we reveal that the three-gap superconductivity in monolayer MgB2 is robust over the
entire temperature range that stretches up to a considerably high critical temperature of 20 K. The latter can be
boosted to >50 K under biaxial tensile strain of ∼4%, which is an enhancement that is stronger than in any other
graphene-related superconductor known to date.
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I. INTRODUCTION

A multigap superconductor is characterized by separate
superconducting gaps opening on distinctly different parts of
the Fermi surface [1]. The interest in this phenomenon and the
emergent new physics was invigorated after the experimental
discovery of two-gap superconductivity in bulk MgB2 in 2001
[2]. MgB2 consists of planes of boron in a honeycomb lattice
alternated by planes of Mg atoms sitting above the centers
of the honeycomb tiles. It is therefore akin to intercalated
graphite [3], with Mg in the role of the dopant. In MgB2,
in-plane σ bonds coexist with out-of-plane π bonds, and
separately give rise to two superconducting gaps for bulk
MgB2: the stronger σ gap, �σ (0) ∼ 7 meV, and the weaker π

gap, �π (0) ∼ 2–3 meV [4–8].
Competition and coupling between the multiple conden-

sates in a multigap superconductor can lead to rich new physics
[9]. In that sense, one expects superconductors with three or
more gaps to be far more exciting than the two-gap ones due to
additional competing effects and possible quantum frustration
between the condensates [10]. To date, the discovered effects
specific to multigap superconductors include novel vortical
and skyrmionic states [11,12], giant-paramagnetic response
[13], hidden criticality [14,15], and time-reversal symmetry
breaking [10,16], to name a few. A major roadblock for the
experimental confirmation of these predictions is the lack
of distinctly multigap (beyond two-gap) superconductors. In
recent years, two such materials were proposed theoretically
by Gross and co-workers, using density functional theory for
superconductors [17]. One is molecular hydrogen, which under
very high pressure develops three superconducting gaps on
different Fermi sheets [18]. However, due to anisotropy, two
of the gaps strongly overlap. The other material is CaBeSi, a
MgB2-like compound in which splitting of the π bands was
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predicted to give rise to three-gap superconductivity [19], but
with impractically low Tc

∼= 0.4 K.
Here, we follow a different route, namely, that of atomically

thin, instead of bulk, superconductors. Recently, owing to im-
mense experimental progress [20,21], superconductivity was
realized down to monolayer thickness in several materials—
ranging from electron-phonon-based superconductors, such
as In and Pb [22,23], NbSe2 [24–26], and doped graphene
[27–32], to materials with nonconventional coupling mech-
anisms, such as La2−xSrxCuO4 [33] and FeSe [34]. The
promise for extremely low-power, ultralightweight, and ul-
trasensitive electronic devices warrants further progress in
ultrathin superconductivity [35–37]. Quantum confinement
in the vertical direction generally separates subbands in
ultrathin films, inducing multiband and thereby potentially
multigap superconductivity [38]. Here we note an additional,
natural connection between two-dimensional and multigap
superconductors, much less explored to date: surface states can
equally host new superconducting gaps without any equivalent
in the bulk material.

In this paper, we start from the known bulk two-gap
superconductor MgB2 and show how the gap spectrum
changes at the thinnest limit. It was predicted that, albeit
not being the thermodynamic ground state, such structures
are mechanically stable and could be grown owing to kinetic
barriers [39], such that few-monolayer MgB2 has already been
synthesized experimentally on a Mg substrate [40]. Using a
combination of first-principles calculations and anisotropic
Eliashberg theory, we reveal a major influence of an emerging
surface state on superconductivity in these ultrathin films. This
contribution hybridizes with those of the σ and π bands in
a highly nontrivial manner, changing the multigap physics
with every additional monolayer. This finally leads to pure
three-gap superconductivity in one-monolayer MgB2, retained
up to a high critical temperature of 20 K (highest among
monolayer superconductors without coupling to a substrate).
This superconductivity originating from the surface state
could not be detected by a previous study of few-monolayer
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MgB2 based on the tight-binding formalism, in which surface
states (electronic as well as vibrational) were completely
omitted [41]. We further demonstrate that this three-gap
superconductivity remains robust even under strain, where
tensile strain of just ∼4% boosts Tc to above 50 K. Such small
strain was previously found to increase Tc in bulk MgB2 by, at
most, 10% [42,43] or nearly not at all in both electron-doped
[44] and hole-doped [45,46] graphene (only strain beyond 5%
is predicted to have significant influence there). Considering
that such straining can be conveniently realized by growing
the monolayer MgB2 on substrates with a somewhat larger
lattice constant (e.g., Si1+xC1−x or AlxGa1−xN alloys, with a
lattice constant tunable by x) [43], we expect our results to be
of immediate experimental relevance.

II. MONOLAYER MgB2

Our investigation starts from first-principles calculations
(using ABINIT [47]; see also the Appendices) of one monolayer
(ML) of MgB2. It consists of one Mg and one B layer, with
the latter in a honeycomb lattice and thus structurally similar
to doped graphene. The resulting Fermi surface is shown in
Fig. 1(a). It consists of two σ bands (around �), a π band
(around K), and a surface band S. While, as we mentioned
above, the former two are also present in bulk MgB2, the
surface band originates from the Mg plane facing vacuum. It is
thus characteristic of two-dimensional forms of MgB2 and has
predominant Mg-p character, as opposed to the B-p character
of the other bands. Next, we calculated the electron-phonon (e-
ph) coupling in one-ML MgB2 from first principles, employing
density functional perturbation theory (DFPT) [47,48]. With
this input, the anisotropic Eliashberg equations (i.e., taking
into account the full spatial dependence) were solved self-
consistently [8,49] (see Appendices).

We describe the Coulomb repulsion with μ∗ = 0.13,
yielding correct Tc for bulk MgB2. This value is also in
line with previously established values [5,50]. The Coulomb
pseudopotential is not expected to change drastically in the
two-dimensional limit, owing to the layered structure of
MgB2. Namely, superconductivity of the dominant σ bands

is quasi-two-dimensional even in bulk MgB2, so the same is
expected for the screening.

In Fig. 1(a), we show the resulting superconducting gap
spectrum on the Fermi surface, �(kF,T ), at T = 1 K, as well
as the distribution of the gap, ρ(�). This result shows that
one-ML MgB2 is a distinctly three-gap superconductor, with
separate gaps opening on the σ , π , and S bands. The gap
amplitudes are about half of those of bulk MgB2, with Fermi
surface averages at zero temperature of 〈�σ (0)〉 = 3.3 meV,
〈�S(0)〉 = 2.7 meV, and 〈�π (0)〉 = 1.4 meV. The critical
temperature of Tc = 20 K, compared to the bulk Tc

∼= 39 K
[4–8], follows the same trend.

To further corroborate the predicted three-gap supercon-
ductivity in one-ML MgB2, we calculated the density of
states (DOS) in the superconducting state NS, using Eliashberg
relations [8] (see Appendices). The result displayed in Fig. 1(b)
shows that NS for one-ML MgB2 consists of three distinct
and narrow peaks, corresponding to the three superconducting
gaps. As NS determines the superconducting tunneling proper-
ties, the predicted three-gap superconductivity can be verified
with low-temperature scanning tunneling spectroscopy [4].

Last but not least, we show that three-gap superconductivity
in one-ML MgB2 is very robust with temperature. Figure 1(c)
displays the calculated temperature evolution of the supercon-
ducting gap spectrum, proving that the three superconducting
gaps are well separated up to 18 K, very close to Tc = 20 K.

III. EVOLUTION WITH ADDED MONOLAYERS

To provide a deeper understanding of the origin of three-gap
superconductivity in one-ML MgB2, we studied what changes
when adding monolayers to the system, considering in par-
ticular two- and four-ML-thick MgB2. The superconducting
gap spectra, obtained using anisotropic Eliashberg theory, are
displayed in Figs. 2(a) and 2(b). One observes in Fig. 2(a)
that a hexagonal band lying between the S band and the σ

bands develops an additional gap in two-ML MgB2. This
band is a split-off band of the σ bands (with B-p character),
indicated with S’ as it originates from a surface state of the
free B surface. The superconducting gap opening on band S’
is weakly linked to the gaps opening on the π and S bands,

FIG. 1. The superconducting spectrum of one-ML MgB2, calculated by anisotropic Eliashberg theory with ab initio input. (a) The
distribution of the three superconducting gaps �(kF,T ) on the Fermi surface: π , S (for surface), and σ , at T = 1 K. (b) The density of states
in the superconducting state at T = 1 K, showing three distinct peaks corresponding to the three gaps. (c) The evolution of the gap spectrum
with temperature, including the gap averages. The calculation shows that one-ML MgB2 has Tc

∼= 20 K.
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FIG. 2. (a),(b) The distribution of the superconducting gap spectrum of two-ML and four-ML MgB2, respectively, on the Fermi surface,
calculated from anisotropic Eliashberg theory with ab initio input. Both are anisotropic two-gap superconductors, with surface condensates S
and S’ hybridized with the π condensate. (c) The density of states in the superconducting state for two and four MLs, calculated at T = 1 K,
showing the overall two-gap nature as well as the anisotropy of the gap spectrum. The critical temperatures found for two- and four-ML MgB2

are 23 K and 27 K, respectively.

but (barely) separate from the gap on the σ bands, making
two-ML MgB2 an anisotropic two-gap (nearly single-gap)
superconductor. In four-ML MgB2, we find a higher degree of
hybridization between the π , S, and S’ condensates, forming an
anisotropic gap clearly separated from the σ gap. In Fig. 2(c),
we show the corresponding DOS in the superconducting state.
For two-ML MgB2, NS clearly reflects the anisotropy of the
gap spectrum, while for four-ML MgB2, NS consists of two
broader peaks, resulting from the strong hybridization between
the condensates. The critical temperatures we obtained from
the solution of the anisotropic Eliashberg equations are larger
than that of one-ML MgB2, namely 23 K and 27 K for two-ML
and four-ML MgB2, respectively (still well below the bulk
value of 39 K [51]).

The transition from three-gap superconductivity in ML
MgB2 to anisotropic two-gap superconductivity and two-ML
and four-ML MgB2 can be explained by means of the e-ph cou-
pling field shown in Fig. 3. In all cases, the e-ph coupling peaks
for phonon wave vectors q � 0 (i.e., �), which promotes intra-
band coupling, giving rise to separate condensates on different
sheets. However, in Fig. 3, one also observes a clear evolution
towards stronger coupling at nonzero wave vectors going from
a ML to thicker structures. These emerging coupling channels
enable scattering between different sheets, notably between the
close-lying S, S’, and π bands. This leads to the hybridization
between the corresponding condensates shown in Fig. 2.

Our results show thus a drastic change from the distinctly
three-gap superconductivity in single-ML MgB2 to very
anisotropic two-gap superconductivity by the addition of even
a single monolayer. Bearing in mind that the superconducting
gap opening on the surface band in very thick MgB2 films
was found experimentally to be nearly degenerate with the
gap on the σ band [52], we expect further rich behavior of the
gap spectrum as the MgB2 film is made progressively thicker
beyond four MLs. Besides the accompanying fundamental
physics, this strong variation of the gap structure with the
number of MLs opens perspectives for nanoengineered super-
conducting junctions using one single material with spatially
varied thickness on the atomic scale. Such local control of
thickness is readily available for, e.g., Pb films [20,21].

IV. STRAINED MONOLAYER MgB2

In experiments, the preferred growth method of atomically
thin MgB2 is epitaxial growth on a substrate [40]. Due to the
ever-present lattice mismatch in that case, we consider the
effect of strain on the three-gap superconductivity predicted
here. We concentrate on biaxial strain applied with respect to

FIG. 3. The overall e-ph coupling λ(q) = ∑
ν λν(q) (i.e., summed

over all phonon modes) as a function of phonon wave vectors q for
(a) one-ML, (b) two-ML, and (c) four-ML MgB2.
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FIG. 4. Phonons and electron-phonon coupling of biaxially
strained one-ML MgB2 calculated using DFPT. (a) The phonon
dispersion for strains of −4.5%, +0%, and +4.5%. Increasing strain
leads to lower phonon frequencies. (b) The E2g phonon mode of the
B atoms that gives the strongest contribution to the electron-phonon
coupling. (c) The isotropic Eliashberg function under different
strains, α2F (ω) = 〈〈α2F (k k′,ω)〉k′

F
〉kF (i.e., the double Fermi surface

average). The peaks originating from the E2g mode are indicated by
arrows. The resulting electron-phonon coupling λ is shown as the
inset.

the in-plane cell parameter, namely, the Mg-Mg distance with
equilibrium value a = 3.04 Å. In Fig. 4(a), we compare the
equilibrium phonon band structure of one-ML MgB2 with the
cases of −4.5% compressive strain and +4.5% tensile strain.
In the tensile case, interatomic charge densities get depleted
as the distances between atoms increase. Consequently, the
interatomic bonds become less stiff, resulting in a decrease
of phonon frequencies. In the compressive case, the exact
opposite occurs. In Fig. 4(b), we show the E2g phonon mode
of the B atoms, which is the mode harboring the strongest e-ph
coupling in one-ML MgB2. As such, this mode dominates the
Eliashberg function α2F , shown in Fig. 4(c). The peaks in
α2F due to the E2g mode (indicated by arrows) are stronger
and more pronounced in one-ML MgB2 compared with bulk
MgB2 [8], in particular in equilibrium and under tensile strain.
The shift to lower energy (following the general trend for the
phonons) and amplification of this peak due to tensile strain
lead to a significant enhancement of the e-ph coupling, as
shown in the inset of Fig. 4(c). As follows from the above
discussion, it is a general principle that tensile strain lowers
the energy of the phonon modes, resulting in enhanced e-ph
coupling, since λ = 2

∫ ∞
0 dωω−1α2F (ω) is weighted by ω−1

[53]. However, the effect is particularly strong in one-ML
MgB2 due to the occurrence of the E2g phonon mode, which
not only goes down in energy but also develops stronger

FIG. 5. The superconducting spectrum of a biaxially strained
one-ML MgB2. (a) The distribution of the superconducting gap for
+4.5% tensile strain as a function of temperature, displaying the
same three gaps (π , S, and σ ) as in the unstrained case (Fig. 1).
The calculation shows an enhancement of the critical temperature to
Tc = 53 K. (b) The maximum value of the superconducting gap, �max,
as a function of temperature and strain. Superconductivity depletes
upon compression and is strongly boosted with tensile strain. (c) Tc

as a function of the film thickness and as a function of strain for a
one-ML MgB2. The bulk value, Tc = 39 K, is shown for comparison.

intrinsic coupling to electrons, as follows from the evolution of
the Eliashberg function shown in Fig. 4(c). A similar trend in
the e-ph coupling under the influence of strain has been found
in both electron- and hole-doped graphene [44–46], although
much less pronounced.

With this first-principles input for strained one-ML MgB2,
we solved again the anisotropic Eliashberg equations. We
found that the Fermi surface is almost unaltered with respect
to that shown in Fig. 1(a), in the studied range of straining
of −4.5% to +4.5%. This, in combination with the robust
coupling to the E2g mode, leads to three-gap superconductivity
in ML MgB2 being conserved under all strains considered
here [54]. In Fig. 5(a), we show the temperature evolution
of the gap spectrum of one-ML MgB2 subject to tensile
strain of +4.5%, proving the robustness of the three-gap
superconductivity even under a considerable amount of strain.
Owing to the enhanced e-ph coupling [cf. Fig. 4(c)], the
superconducting gaps are much larger than in the equilibrium
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case. For +4.5% strain, the average gaps amount to 〈�σ (0)〉 =
10.0 meV, 〈�S(0)〉 = 8.4 meV, and 〈�π (0)〉 = 4.3 meV, with
a corresponding critical temperature as high as Tc = 53 K. In
Fig. 5(b), we show the temperature evolution of the maximum
(σ ) gap value, comparatively for different strains. It reveals that
upon compression, superconductivity is greatly suppressed
(Tc drops to 11 K for −4.5% strain), while it is strongly
boosted when the ML is subject to tensile strain. The changes
are particularly drastic for such limited amounts of strain, in
comparison to, e.g., superconducting doped graphene [44–46].
In Fig. 4(c), we show the evolution of Tc with the number of
monolayers and with strain. It is apparent that the effect of
strain on superconductivity is stronger, with a ML strained
at +3% already surpassing bulk MgB2 as to its Tc. A major
difference between both manipulations we considered is that
strain preserves the three-gap superconductivity of monolayer
MgB2, while increasing thickness strongly changes the gap
spectrum with every added monolayer, as shown in Fig. 2.

V. CONCLUSION

In summary, we presented the formation and evolution
of three-gap superconductivity in few-monolayer MgB2, by
solving the anisotropic Eliashberg equations with full ab initio
input. We showed that the electronic surface band, originating
from the free Mg surface, plays a major role in ultrathin
MgB2 and hosts a third superconducting gap that coexists
with the bulklike π and σ gaps. These gaps are distinctly
separate in one-monolayer MgB2, where the resulting three
pronounced peaks in the superconducting tunneling spectrum
provide a clear signature for experimental validation of
our prediction. The shown three-gap superconductivity is
moreover very robust with temperature, persisting even close
to the critical temperature of 20 K. With only ∼4% tensile
strain, the electron-phonon coupling is greatly enhanced and
superconductivity is boosted to temperatures beyond 50 K. As
more monolayers are added to the film, different condensates
hybridize, changing the multigap spectrum drastically with
every added monolayer. Our investigation therefore establishes
atomically thin MgB2 as a unique system to explore tunability
of high-Tc, multigap superconductivity, and its possible appli-
cations in ultrathin cryogenic electronics engineered by strain
and atomically controlled thickness.
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APPENDIX A: DENSITY FUNCTIONAL (PERTURBATION)
THEORY CALCULATIONS

Our density functional theory (DFT) calculations make
use of the Perdew-Burke-Ernzerhof (PBE) functional imple-
mented within a plane-wave basis in the ABINIT code [47].
Electron-ion interactions are treated using norm-conserving
Vanderbilt pseudopotentials [55], taking into account Mg-
2s22p63s2 and B-2s22p1 as valence electrons. An energy
cutoff of 60 Ha for the plane-wave basis was used to achieve
convergence of the total energy below 1 meV per atom. In
order to simulate the atomically thin films, we used unit
cells that include 25 Å of vacuum. A dense 22 × 22 × 1 �-
centered Monkhorst-Pack k-point grid is used for an accurate
description of the Fermi surfaces. The lattice parameters were
obtained using a conjugate-gradient algorithm so that forces
on each atom were minimized below 1 meV/Å. Strain was
implemented by changing the in-plane lattice parameter with
respect to the equilibrium value thus obtained.

To calculate phonon dispersions and electron-phonon cou-
pling, density functional perturbation theory (DFPT) calcula-
tions were carried out, also within the framework of ABINIT.
The total number of perturbations due to atomic displacements
to be treated (in other words, the number of phonon branches)
amounts to 3Natoms, ranging from 9 for one ML to 36 for
four MLs. Thus, the phonon spectrum and electron-phonon
coupling coefficients, matrix elements of the perturbative part
of the Hamiltonian [48], are obtained. We carried out the DFPT
calculations on a 22 × 22 × 1 electronic k-point grid and a
11 × 11 × 1 q-point grid (a subgrid of the k-point grid) as
phonon wave vectors.

APPENDIX B: FULLY ANISOTROPIC ELIASHBERG
THEORY CALCULATIONS

In order to describe superconductivity of MgB2 on an ab
initio level, we self-consistently solve the coupled anisotropic
Eliashberg equations [5,8],

Zk,n = 1 + πT

ωn

∑
k′,n′

δ(ξk′)

NF

λ(kk′,nn′)

× ωn′√
ω2

n′ + �2
k′,n

, (B1)

�k,nZk,n = πT
∑
k′,n′

δ(ξk′)

NF

[λ(kk′,nn′) − μ∗(ωc)]

× �k′,n′√
ω2

n′ + �2
k,n

, (B2)

using the ab initio calculated electron band structure contained
in ξk and phonon and electron-phonon coupling contained in
λ(kk′,nn′). In the above, T is temperature, ωn = πT (2n + 1)
are fermion Matsubara frequencies, Zk,n is the mass renormal-
ization function, �k,n describes anisotropic even-frequency
spin-singlet superconductivity, NF is the electronic density of
states at the Fermi level, and μ∗(ωc) is the Anderson-Morel
Coulomb pseudopotential which comes with a cutoff ωc. The
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momentum-dependent electron-phonon coupling is

λ(k − k′,n − n′) =
∫ ∞

0
dω α2F (k k′,ω)

2ω

(ωn − ωn′)2 + ω2
,

(B3)

with the momentum-dependent Eliashberg function

α2F (k k′,ω) = NF

∑
ν

∣∣gν
q

∣∣2
δ(ω − ωqν), (B4)

where q = k − k′ and where gν
q and ωqν are the phonon

branch-resolved electron-phonon scattering matrix elements
and phonon frequencies, respectively. From the above, one
can obtain the isotropic Eliashberg function as

α2F (ω) = 〈〈α2F (k k′,ω)〉k′
F
〉kF , (B5)

where 〈·〉kF = 1
NF

∑
k δ(ξk)(. . .) is the Fermi surface average.

The quasiparticle density of states that is proportional to
single-particle tunneling measurements is given by

NS() ∝
∑

k

A(k,) ≈ NF

〈∫ ∞

−∞
dξAk(ξ,)

〉
kF

, (B6)

with the spectral function

A(k,) = − 1

π
Im[ĜR(k,)]11, (B7)

where [ĜR(k,)]11 is the (11) element of the retarded matrix
Green’s function, obtained after analytic continuation of the
full matrix Green’s function,

Ĝk,n = [iωnZk,nρ̂0 − ξkρ̂3 − �k,nρ̂1]−1. (B8)

The coupled equations (B1),(B2), supplemented by the elec-
tron and phonon band structure and the electron-phonon
coupling, calculated by first principles, were solved self-
consistently in Matsubara space and the converged solutions
were then analytically continued to real frequencies. In order
to ensure a good accuracy, we imposed a strict convergence
criterion of xn−xn−1

xn
< 10−6 and allowed up to 1000 iteration

cycles. In all of the calculations presented here, we set
μ∗(ωc) = 0.13 for the Coulomb pseudopotential with a cutoff
frequency ωc > 0.5 eV. We have also checked that ωc is
sufficiently large and that results are well converged with this
cutoff. The analytic continuation was performed numerically
by employing the high-accuracy Padé scheme based on
symbolic computation [8,56] with a chosen precision of 250
decimal digits. After this procedure, we calculate the retarded
momentum-dependent Green’s function, the tunneling spectra,
and the superconducting gap edge.
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