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Determination of low-strain interfaces via geometric matching
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We present a general method for combining two crystals into an interface. The method finds all possible
interfaces between the crystals with small coincidence cells and identifies the strain and area of the
corresponding two-dimensional cells of the two crystal surfaces. We apply the method to the two semiconductor
alloys InAs1−xSbx and GaxIn1−xAs combined with a selection of pure metals or with NbTiN to create
semiconductor/superconductor interfaces. The lattice constant of the alloy can be tuned by composition and
we can extract the alloy lattice parameters corresponding to zero strain in both the metal and the alloy. The results
can be used to suggest new epitaxially matched interfaces between two materials.
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I. INTRODUCTION

The development of modern technology has become in-
creasingly dependent on knowledge of interfaces at the atomic
scale. As the size of electronic devices decreases, interfaces
become an increasingly dominant part of the system and thus
become the limiting factor for device performance [1–3]. Many
difficulties are thus related to obtaining a stable and defect-free
interface. When the materials are not commensurate, a large
strain can build up at the interface, and result in defects and
unstable interface geometries. To this end, it can be beneficial
to use an alloy as one of the interface materials. By changing
the alloy composition, the lattice constant for one of the inter-
face materials can be tuned, thereby obtaining commensurate
lattices across the interface. Many future devices can therefore
be expected to be designed from alloys. A growing field, where
alloys are commonly used, is the fabrication of core-shell
nanowires. These nanowires have numerous applications, e.g.,
for photodetectors [4], photoelectrodes [5], and thermoelectric
devices [6].

The prediction of the stability of an interface is difficult [7]
and the commonly used approach is trial and error where many
samples must be grown before it can be concluded whether a
stable interface can be formed or not. In this paper, we present
a crystal matching method which permits the combination
of any two crystals and provides information on the crystal
surfaces, if any, that allow for a low-strain epitaxial interface.
The method is solely based on geometrical considerations of
the possible surface cells of the two crystals and it leads to
an identification of interfaces where both the strain and the
size of the coincidence interface cell are small. Having low
stress and a small interface cell does not by itself guarantee a
stable interface, as the atomic structure of the interface may
also play an important role. However, the simple geometrical
criteria provide a good starting point for further experimental
or theoretical investigations.

In a previous article [8], some of the authors have shown
how to find good matches between specific surfaces of two
crystals and a related, but more simplistic, method for such
a two-dimensional (2D) match has also previously been
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proposed [9]. With the present method, all possible crystal
orientations and surfaces are investigated at the same time.
Furthermore, we introduce a scaling parameter between the
two crystals which can be tuned to gradually change the size
of one of the crystal structures while keeping the other fixed.
The scaling parameter mimics the situation where the lattice
constant of one of the materials can be tuned by modifying the
alloy composition, and it provides a convenient parameter for
analyzing and understanding the interface-matching problem.
We derive an analytical relation between the scaling parameter
and the minimal strain, and demonstrate its usefulness in
Sec. IV, where we investigate the matches between an arbitrary
fcc crystal and an arbitrary bcc crystal.

The introduction of the scaling parameter makes the method
an ideal tool for investigating interfaces containing alloys. In
Sec. V, we apply the method to the two semiconductor alloys
InAs1−xSbx and GaxIn1−xAs combined with a range of metals
(Al, Ni, Cu, Ag, Au, Pb, V, Fe, Nb, and Co) and for each
metal we predict the alloy lattice constants which lead to
strain free interfaces. InAs and InSb are, for example, used
in semiconductor-superconductor core-shell nanowires for the
realization of zero-energy localized Majorana modes [10–15].
The results obtained here therefore provide some guidelines
for promising new combinations of semiconductor alloy
compositions and metals for core-shell nanowires. Promising
results for the generation of Majorana modes have also been
shown for an InSb-Nb1−xTixN interface [16]. The final part of
this work is to investigate how the two semiconductor alloys
match with this superconducting alloy.

II. INTERFACE ENERGETICS

The method we are going to describe below makes it
possible to identify interfaces with small coincidence cells
where only a small strain is required. The model thus takes only
the material lattices into account, but not the atomic details. To
what extent such interfaces will be stable is highly dependent
on the particular materials and the character of the bonding. To
discuss this we consider the situation where two materials A
and B are homogeneously strained and put together to form an
interface. The energy difference �E associated with straining
the materials and forming the interface can be divided into
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three contributions,

�E = �Eint + �Esurf. strain + �Ebulk strain, (1)

where the interface term is the energy gained by forming the
interface from the surfaces at fixed strain,

�Eint = Eint
AB(εA,εB) − Esurf

A (εA) − Esurf
B (εB). (2)

The second term is the energy change in the surface energy
because of the strain,

�Esurf. strain = Esurf
A (εA) − Esurf

A (εA = 0)

+Esurf
B (εB) − Esurf

B (εB = 0). (3)

This contribution can be both positive or negative and we shall
in the following assume that this term can be considered small.
The third term is the energy cost associated with straining the
bulk of the materials,

�Ebulk strain = Ebulk
A (εA) − Ebulk

A (εA = 0)

+Ebulk
B (εB) − Ebulk

B (εB = 0). (4)

If we assume that the dependency of the surface energy with
strain can be neglected, we expect to get a stable interface
if the energy gain from the interface �Eint dominates the
cost from straining the bulk of the materials �Ebulk strain.
The model suggested here identifies interface matches with
low-strain and small interface coincidence cells. The small
strain will clearly tend to minimize the bulk strain energy as
this scales quadratically with the strain. A more questionable
assumption is that a small interface cell will lead to strong
bonding at the interface. The bonding will often depend quite
sensitively on the atomic structure at the interface, which is not
considered at all by the model. However, in many cases where
the interface cell is small, a translation of one of the surfaces
relative to the other makes it possible to obtain favorable
bonding configurations which are then repeated over the entire
interface, leading to general high stability. However, if the
interface cell is large, the atomic bonding configurations will
often vary considerably over the cell, so that in some parts of
the cell favorable bonding configurations are obtained but in
other parts not. Overall this leads to weaker bonding [17].

Another advantage of a small coincidence cell is that it may
be more stable with respect to shear in the interface. For a small
cell, a large corrugation in the energy landscape as a function
of displacement of one of the materials relative to the other
one along the interface can be expected. The bonds across the
interface will respond to the shear “in synchrony” leading to
large variation. For a larger cell where some bonds are strong
and others are weak, the bonds will respond differently to the
shear presumably leading to a smaller energy corrugation.

If the materials are thick, the strain has to be very small since
the bulk strain energy grows in proportion to the thickness.
In this limit, only interface matches at very low strain will
be acceptable. However, in practice this limit may also lead
to incommensurate interfaces or defects at or close to the
interface, situations clearly beyond what a simple lattice model
can account for. Similarly, if the interface bonding energy is
very small and has a small corrugation, as is, for example,
the case with van der Waals bonding, stable interfaces with
large moiré-pattern coincidence cells or even incommensurate

cells may occur. This situation can arise even for very thin
films as, for example, in the case of graphene on some metal
surfaces, where the interaction is weak. Despite the fact that
a graphene layer is atomically thin, the strong interatomic
bonding within the graphene layer results, for some metals,
in little accommodation of the surface and large coincidence
cells as a result [18,19].

III. CRYSTAL MATCHING METHOD

Our method for creating an interface between two crystals
is general and based on 2D cells of the two crystal surfaces.
The 3D vectors of the crystal, defining these surface cells, are
projected from R3 to R2 as illustrated in Fig. 1(a). We begin
by explaining the method behind matching two such cells and
extracting the related strain.

Let the surface cell of the first crystal be defined by
two vectors u1 and u2, where u1 = [u1x,u1y]T , as shown in
Fig. 1(a). Similarly, let v1 and v2 denote the two vectors which
define the surface cell of the second crystal. Then, the affine
transformation A which maps [u1,u2] onto [v1,v2] is given by

FIG. 1. The method for finding and matching the 2D surface
cells of two crystals. (a) The lattice vectors of the first crystal
(u1,u2) are created from a linear combination of the Bravais vectors
(a1,a2,a3). Here u1 = −a1 + a2 + a3 and u2 = 2a1. The two vectors
are then projected from the three-dimensional (3D) representation
to a 2D representation on a crystal surface. (b) Two cells of two
different crystals are matched by applying the affine transformation
A[u1,u2] = [v1,v2], where A = UP consists of a rotation U, and a
strain matrix P.

085306-2



DETERMINATION OF LOW-STRAIN INTERFACES VIA . . . PHYSICAL REVIEW B 96, 085306 (2017)

the following system of linear equations,[
A11 A12

A21 A22

][
u1x u2x

u1y u2y

]
=

[
v1x v2x

v1y v2y

]
. (5)

Any square matrix can be decomposed into the product of
an orthonormal matrix U, and a positive definite symmetric
matrix P. This is known as a polar decomposition [20]. The
symmetric matrix defines the 2D strain tensor ε for deforming
one cell into the other,

P = I + ε =
[

1 + εxx εxy

εxy 1 + εyy

]
. (6)

The first vectors are rotated along the x axis s.t. u1y =
v1y = 0. This can be done without loss of generality and leads
to

A11 = v1x

u1x

, (7)

A12 = v2x

u2y

− v1xu2x

u1xu2y

, (8)

A21 = 0, (9)

A22 = v2y

u2y

. (10)

We now make the polar decomposition of A s.t. A = UP,
where U is a rotation matrix because of the chosen projection
to R2,

U = s

[
A11 + A22 A12

−A12 A11 + A22

]

=
[

cos(φ) − sin(φ)
sin(φ) cos(φ)

]
, (11)

P = UT A, (12)

where s is a factor which makes the columns of U unit vectors.
The U matrix defines the counterclockwise rotation of the
[u1,u2] cell onto the [v1,v2] cell by the angle φ = |φa − φb|/2
as shown in Fig. 1(b). Using this method, Eqs. (7)–(12) thus
yield the strain matrix of any given cell combination.

A. Algorithm

We now explain the algorithm behind extracting the strain
matrix of all the possible matches between two crystals. The
procedure is illustrated in the flow chart in Fig. 2.

1. Create (i, j,k) list from �max

The first step is to create all the possible lattice vectors
of each crystal up to a specified maximum length �max. The
vectors are created as integer combinations of the Bravais
vectors of the crystal, as illustrated in Fig. 1(a),

u = ia1 + ja2 + ka3, |u| < �max. (13)

This will create a list of (i,j,k) values for each crystal.

2. Create vector pair list

The next step is to combine the created vectors such that
a list of unique surface cells is created for each crystal. This

FIG. 2. Flow chart behind the algorithm for matching two crystals.

procedure uses two kinds of filters to remove equivalent surface
cells from the list; the symmetry operations of the atom-free
crystal [21] and Niggli reductions of the cells [22].

As a starting point, we create a list of symmetrically unique
vectors of the crystal by applying the symmetry operations
{S} to each vector in the generated (i,j,k) list. Let u be
the vector we apply the operations to and let {Su} be the
set of all the vectors created when applying the symmetry
operations. We define the canonical representation of this set
as its least element with respect to the lexicographic ordering.
When iterating through the (i,j,k) list, noncanonical vectors
are discarded.

To create the unique surface cells, we combine each vector
from the original (i,j,k) list with the vectors in the symmetry
reduced (i,j,k) list. The combination is discarded if the two
vectors are parallel or if the area that they span exceeds Amax.
The symmetry operations of the crystal are then reapplied, this
time on both vectors: {S[u1,u2]}. Again, any noncanonical
pairs are discarded.

The final test is to investigate whether the cell is a Niggli
reduced cell. A Niggli reduced 2D cell fulfils

u1 · u1 � u2 · u2, u1 · u2 � 1
2 u1 · u1. (14)

The cells that are not Niggli reduced are discarded. This is
only done for the first crystal, since a Niggli reduced cell may
be strained into a non-Niggli reduced cell when the two crystals
are combined. After these calculations, we have created a list
of surface cells for each crystal and the next step is to combine
these two lists.
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3. Combine the pair lists of the two crystals

When the cells of the two crystals are matched, the first
step is to filter out repeated matches. As an example, let a
[u1,u2] cell of the first crystal be combined with a [v1,v2]
cell where u1ijk = (1,0,0), u2ijk = (2,0,1), v1ijk = (0,0,2),
and u2ijk = (4,4,2). This combination is equivalent to the
((2,0,0),(4,0,2),(0,0,4),(8,8,4)) combination. We avoid in-
vestigating both combinations by discarding any combinations
whose greatest common divisor, gcd(u1ijk,u2ijk,v1ijk,v2ijk), is
not 1. After this preliminary test, the strain matrix of the match
is calculated using the method explained in the beginning of
this section.

We now define a measure for the average strain of a match,

ε̄ =
√

ε2
xx + ε2

yy + εxxεyy + ε2
xy

4
, (15)

where εxx,εxy , and εyy are the components of the 2D strain
tensor shown in Eq. (6). This average strain is an invariant of
the strain tensor, since 4ε̄2 = Tr(ε)2 − det(ε). Matches with
an average strain below a given strain threshold εmax are kept.

This concludes the algorithm for finding all the matches
between two crystals. The parameters determining which
matches to include in the search are �max, Amax, and εmax.
These parameters help to filter out the cells that wouldn’t
create a physically meaningful interface. The area and length
threshold ensures that we don’t investigate unreasonably large
or narrow cells and the strain threshold filters out the most
strained matches.

The algorithm is implemented using C++ with a Python
interface and has good performance; finding all matches
between a InAs fcc crystal and a Cobalt hcp crystal with

the parameters, �max = 50 Å, Amax = 200 Å
2
, and εmax = 2%,

takes approximately 20 min on a normal laptop. The algorithm
is available in VIRTUAL NANOLAB version ATK-VNL-2017 [23].

IV. MATCHING OF A FCC CRYSTAL
WITH A BCC CRYSTAL

In the previous section, we have explained how to match
two specific crystals with fixed lattice parameters. Here, we
discuss the matching of any fcc crystal with any bcc crystal.
To this end, we introduce an isotropic scaling parameter k,
which is applied to the Bravais vectors of the bcc crystal. This
scaling parameter can then be defined as the ratio between the
lattice constants of the two crystals, k = afcc/abcc. The effect
of k on the strain matrix is linear,

A = kUP = U
[
k(1 + εxx) kεxy

kεxy k(1 + εyy)

]
. (16)

This means that the effect of the scaling parameter on
the average strain can be described by the simple analytical
relation,

4ε̄2(k) = k2
(
ε2
xx + ε2

yy + εxxεyy + ε2
xy

) + k2(3εxx + 3εyy + 3)

− k(3εxx + 3εyy + 6) + 3, (17)

where the strain tensor components are referring to the case of
k = 1. This relation allows us to calculate the average strain
of a match at any k value once the strain matrix has been

FIG. 3. The matches between a fcc and a bcc crystal. k represents
the scaling between the two lattice constants, k = afcc/abcc. (a) The
ε̄2(k) relation of (17) for optimal matches involving the [110] surface
of the fcc crystal. The color of the curves represents different surfaces
of the bcc crystal. (b) The surface cells and corresponding interface of
the perfect k = 2 match shown on (a). Illustrated here for InAs with
vanadium. (c) Scatter plot of matches where the minima of the strain
parabola gets below 10%. The dots represent the minimal strain of the
match and the k value where this strain occurs. We have chosen �max

and Amax as four times the lattice constant of the unstrained crystal.
The color represents the area of the fcc surface cell of the match.

calculated for any one specific value of k. Equation (17) defines
a strain parabola; the minimal strain of a match, along with
the corresponding k value, can be found from the minimum of
this parabola.

The strain parabolas for the optimal matches [24] between
an fcc[110] surface and a bcc crystal with k values between
2.0 and 2.14 are illustrated in Fig. 3(a). This range is of
relevance for the matching of a InAsSb alloy with vanadium.
It can be seen that the two [110] surfaces have perfect
matches at k = 2.0, 2.04, 2.06, and 2.12. The surface cells
and corresponding interface of the perfect k = 2.0 match
are illustrated in Fig. 3(b) for InAs and vanadium. This k

value can be obtained, when matching, e.g., InAs0.996Sb0.004

to vanadium or Ga0.786In0.214As to iron. As such, this specific
match reappears in the results of the next section where these
two alloys are matched to a range of metals.

To obtain the full picture of the matches between a fcc
and a bcc crystal, we use the algorithm described in Sec. III
and apply the strain threshold to the minimal strain of a given
match. It corresponds to the following flow chart in Fig. 2 but
where step 3.ii. is altered such that after calculating the strain
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matrix, we use Eq. (17) to find the minimal strain of the match
and only keep the matches where this is lower than the strain
threshold. In this manner, we can retrieve the strain parabolas
of all the relevant matches by doing a single calculation at
k = 1. We have chosen �max and Amax as four times the lattice
constant of the unstrained crystal and εmax = 10%.

Figure 3(c) shows the results of this general investigation.
For each match, we plot the minimal strain and the correspond-
ing k value. Note, that the y axis shows the squared strain, since
this illustrates the general shape of the matches better. The
structure shows curves where zero strain minimas appear, e.g.,
at the points k = 1/

√
2 ≈ 0.71, k = √

3/2 ≈ 0.87, k = 1,
k = √

3/2 ≈ 1.22, and k = √
2 ≈ 1.41. The matches lying

on these curves are related to a uniaxial strain between the two
surface cells. The perfect matches at k = 1 appear since this
value corresponds to the [100] facets of the two cubic crystals
fitting perfectly together. All other matches on this k = 1 curve
correspond to a match where one of the cells is rotated and
then stretched in one direction only. The other zero strain
points also represent some symmetry of the two crystals. The
zero strain match at k = 1/

√
2, e.g., corresponds to matching

the rotated bcc[100] surface with cell vectors v1 = [
√

2abcc,0]
and v2 = [0,

√
2abcc] to a [100] facet of the fcc crystal. The

other matches lying on this curve represents a uniaxial strain
on top of this perfect match where one of the cells is rotated,
stretched in both directions by

√
2, and then stretched in one

direction afterwards. The matches lying on a specific curve are
thus related by having a fixed eigenvalue of the P matrix of
1/kzsm, where kzsm is the k value at the zero strain minimum
of the curve. For example, all matches on the k = 1/

√
2 curve

have P matrices with the eigenvalue
√

2.
Two things are important to note about this plot. First,

the length and area limits of the vectors and cells determine
the density of the found matches. Without these limits the
entire (ε̄,k) space would be filled with points. Secondly, the
constraining to cubic structures lead to points with nonzero
strain; if the crystal structures were allowed to vary arbitrarily,
all points would have zero strain.

These results demonstrate that the method represents a
general tool for crystal matching. The strength of the method
is that it only relies on the geometry of the crystals. This
makes it possible to calculate results for two arbitrary crystals
and apply these results to all interfaces between materials of
these crystal structures. Furthermore, it is an ideal tool for
investigating alloy crystals where the lattice parameter can be
varied as the composition of the alloy is changed. This will be
the subject of the next section.

V. INTERFACES BETWEEN SEMICONDUCTOR
ALLOYS AND METALS

We apply the method to two different semiconductor alloys,
InAs1−xSbx and GaxIn1−xAs, and match their surfaces with
those of 10 different metals (Al, Ni, Cu, Ag, Au, Pb, V, Fe,
Nb, and Co). In particular, we study how the orientation and
strain of the metallic surface depends on the lattice parameter
of the semiconductor surface, which can be tuned by changing
the mole fraction. The two alloys form a zincblende crystal

FIG. 4. (a) The InAsSb[11̄0] surface matched with 10 different
metals. Each block represents the match which results in the lowest
average strain between the two materials. The background color
shows the strain in percent and the markers show the involved metal
surface. Filled markers denote a match where zero strain can be
obtained. (b) Same as (a) but where the background color shows the
area given by the number of alloy surface unit cells of the match.

and the relation between the lattice constant and mole fraction
x can be approximated by the linear relations [25]:

aInAsSb(x) = 6.0583 + 0.4207x, (18)

aGaInAs(x) = 6.0583 − 0.405x. (19)

We use the experimentally determined lattice constants [26]
of the metals and strain the metal surfaces to match the alloy
surfaces. The chosen parameters [27] are �max = 50 Å, Amax =
200 Å

2
, and εmax = 2%. In addition, we set a limit on the

Miller index of the crystal surfaces. If the highest value in the
Miller index is above the threshold, mmax = 3, the match is
discarded. The matches are calculated for a single value of
the mole fraction and the scaling relation (17) of Sec. IV is
then used to get the results for the rest of the x values. This is
possible, since each x value directly corresponds to a k value,
k = aalloy(x)/ametal.

In Fig. 4, we show the matches involving the [11̄0] surface
of InAsSb. Each block in the plot corresponds to a certain
match and a certain strain parabola in a plot like Fig. 3(a).
The background of Fig. 4(a) therefore represents the strain
value of the lowest lying strain parabola. Figure 3(a) shows
InAsSb[11̄0] matched to vanadium and it is seen how the
variation of the lattice parameter results in different optimal
matches. For instance, from a perfect [110] match to a
low-strain [113] match as the lattice constant is increased from
6.06 to 6.08.
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FIG. 5. The perfect matches of the [11̄0], [111], and [112̄]
surfaces of (a) InAsSb and (b) GaInAs. The markers denote the metal
surface (see Fig 4 for labels) and the color denotes the alloy surface.
Each marker is placed at the alloy lattice constant which results in a
zero strain match.

The area of the match, given as the number of alloy surface
unit cells, is illustrated in Fig. 4(b). It is seen that several zero
strain matches are possible between the InAsSb[11̄0] surface
and those of the metals. Nickel, copper, lead, and vanadium
even have perfect matches with very small unit cells, indicating
that these interfaces will potentially be stable. The geometry
of this small area match between InAsSb and vanadium can
be seen in Fig. 3(b).

Figure 5 shows all the perfect matches of the [11̄0], [111],
and [112̄] surfaces of both InAsSb and GaInAs. The red
triangles in Fig. 5(a) therefore represents the same matches
as those highlighted in Fig. 4. The surfaces have been
chosen since they typically terminate nanowires of the two
investigated alloys. Many zero strain solutions are possible,
especially for the [111] surfaces. Furthermore, it is seen that
the perfect matches are distributed well across the range of
lattice constants which should make it easier to realize some
of these interfaces experimentally. Details of all the matches
of the remaining two surfaces of InAsSb and the three surfaces
of GaInAs is in the Supplemental Material [32].

The method has also been used to find matches between
the two semiconductors and the superconductor Nb1−xTixN.
Since this material is an alloy in the NaCl structure, this is yet
another case of varying the scaling parameter. We use a linear
scaling of the NbTiN lattice constant in between the values

TABLE I. The perfect matches between NbTiN and the [11̄0],
[111], and [112̄] surfaces of InAsSb and GaInAs. The NbTiN surface
is the same as the given alloy surface.

InAsSb k value No. of cells GaInAs k value No. of cells

[11̄0] 1.414 2 [11̄0] 1.354 11
[11̄0] 1.5 9 [111] 1.271 21
[111] 1.363 13 [111] 1.309 12
[111] 1.453 19 [111] 1.323 14
[111] 1.5 9 [111] 1.333 16

[111] 1.363 13
[112̄] 1.265 8
[112̄] 1.291 5
[112̄] 1.323 7

that can be found in the literature [28–31],

aNbTiN(y) = 4.30 + 0.17y y ∈ [0; 1]. (20)

With this definition, the k value is given by k =
aalloy(x)/aNbTiN(y). The used matching parameters are the
same as for the investigation of the pure metals and the perfect
match results can be seen in Table I. For InAsSb, we find
two zero strain matches for the [11̄0] surface and the first of
these matches also has a very small unit cell of only two alloy
surface unit cells. For the [111] surface, we find three zero
strain matches and the k = 1.5 match has a reasonably small
unit cell of nine surface cells. Plots like Figs. 4 and 5 showing
all the matches between the semiconductors and NbTiN can
be found in Supplemental Material [32].

VI. CONCLUSION

We have presented a general method for matching two
crystals at an interface. A scaling parameter between the lattice
constants of two crystals was introduced. Using this scaling
parameter, we can consider a general match between an fcc and
a bcc crystal. Matches for any value of the lattice constant ratio
can be found by performing a single calculation. The method
was applied to the two semiconductor alloys InAs1−xSbx and
GaxIn1−xAs matched with a range of metals (Al, Ni, Cu, Ag,
Au, Pb, V, Fe, Nb, and Co). The scaling parameter was used to
tune the lattice constant of the alloys with their composition.
Results for the [11̄0], [111], and [112̄] alloy surfaces showed
many perfect match solutions over a broad spectrum of the
alloy lattice constant which is promising for realizing some of
these matches experimentally. Finally, we have matched the
two semiconductors to the superconducting alloy NbTiN. The
results showed perfect matches with low surface cell areas for
several of the investigated semiconductor surfaces.
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