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Entanglement of condensed magnons via momentum-space fragmentation
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A scheme is presented for engineering momentum-space entanglement of fragmented magnon condensates.
We consider easy-plane frustrated antiferromagnets in which the magnon dispersion has degenerate minima that
represent “umbrella” chiral spin textures. We tune the Hamiltonian near a quantum critical point that is signaled
by a singularity in the entanglement entropy. The ground state develops momentum-space entanglement of the
chiral spin textures. The size of the entangled superposition is accessible experimentally through the magnetic
structure factor. Our model is motivated by equilibrium magnon condensates in frustrated antiferromagnets such
as CsCuCl3, and it can also be simulated in spin-orbit coupled Mott insulators in atomic optical lattices and
circuit quantum electrodynamics.
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I. INTRODUCTION

The possibility of creating superpositions of macroscopi-
cally distinct quantum states, or “Schrödinger-cat” states [1],
has enthralled physicists since shortly after the invention of
quantum mechanics. In addition to stimulating fundamental
interest, macroscopically entangled states also have applica-
tions in quantum information and metrology. A well-known
example is the N00N state, which enables Heisenberg-limited
interferometry, motion and magnetic field sensing [2], and
quantum error correction against photon loss [3].

Bose-Einstein condensates (BEC’s) are natural systems
in which to study macroscopic entanglement due to the
large number of particles in the ground state. Superposition
of spatially separated or momentum-separated BEC’s has
been studied in optical lattices of ultracold atoms [4]. In
the solid state, work on macroscopic quantum coherence in
magnetic and superconducting materials [5] matured into the
realization of coherent superposition of supercurrent states in
superconducting flux qubits [6]. Due to their bosonic nature,
magnons, or spin waves, can also undergo condensation [7,8].
In this paper, we propose a method to produce a magnon
“Schrödinger-cat” state that can exhibit particularly striking
entanglement phenomena.

Our proposal creates a superposition of magnon conden-
sates fragmented into two modes at degenerate minima (val-
leys) in the magnon dispersion of magnetic insulators [9,10].
This type of fragmented BEC can arise in many frustrated
antiferromagnetic insulators with degenerate ground states,
such as CsCuCl3, Cs2CuCl4, Ba3Mn2O8, and Ba3CoSb2O9

[8,11,12]. Specifically, we consider a quasi-two-dimensional
canted-XY antiferromagnet (AFM) on a triangular lattice,
where easy-plane anisotropy favors ground states with chiral,
“umbrella”-type spin textures that can be represented as
magnon BEC’s. This lattice naturally appears in the planar spin
structure of several quantum magnets, and it can be simulated
with engineered spin-orbit-coupled Mott insulators in atomic
optical lattices [13] or circuit quantum electrodynamics [14].

This paper is organized as follows. In Sec. II, we summarize
the well-known theoretical description of magnetic ordering as
a condensation of magnons. In Sec. III, we present our proposal
for creating magnon entanglement in the ground state, and we

show that by tuning parameters near a quantum critical point, a
sufficiently large gap can be generated to enable ground-state
preparation at typical dilution refrigeration temperatures. In
Sec. IV, we quantify entanglement in the proposed magnon
cat state in terms of the entanglement entropy and quantum
Fisher information. In Sec. V, we discuss possible decoherence
channels, and we argue that this magnon cat state should be
remarkably robust.

II. MAGNON CONDENSATES

The XXZ spin S Heisenberg Hamiltonian on the triangular
lattice is given by [8,11]

H0 = J0

∑
r,ν

[
Sx

r Sx
r+δν

+ Sy
r S

y

r+δν
+ ηSz

rS
z
r+δν

] + B0

∑
r

Sz
r ,

where Sr is the spin operator at r, J0 and ηJ0 are the transverse
and longitudinal antiferromagnetic exchange interactions, r
is a Bravais lattice vector, and δν = a(cos θν, sin θν) are unit
vectors along nearest-neighbor bonds, with a the lattice
constant and θν = νπ/3. We have defined B0 = gμBHe

0 ,
where He

0 is the applied external magnetic field, g is the g
factor, and μB is the Bohr magneton.

Restricting our attention to the case S > 1/2, we map to a
system of bosons using the Holstein-Primakov transformation
S−

r = Sx
r − iS

y
r = √

2S − nrbr and Sz
r = nr − S, where br are

the magnon field operators that satisfy [br,b
†
r′ ] = δrr′ , and nr =

b
†
rbr is the magnon number operator.1 In momentum space, H0

to quartic order in magnon operators becomes (h̄ = 1)

H0 =
∑

k

(ωk − μ)nk + 1

2N

∑
kk′,q

vq(k,k′)b†k−qb
†
k′+qbkbk′ ,

(1)
where N is the number of lattice sites, bk are destruction
operators, μ = Bs − B0 is the effective chemical potential,

1For the Holstein-Primakov expansion to be valid, the magnon
operators must satisfy the constraint nr � 2S, but we shall not need
to impose this explicitly since 〈nr〉 � 2S in our parameter range of
interest.
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FIG. 1. (a) Chiral “umbrella” spin textures in the degenerate
ground states of antiferromagnets on the triangular lattice at zero
field. (b) Magnon dispersion with distinct degenerate minima at
±K carrying opposite chiralities. (c) Superposition of the degenerate
ground states represented on the Bloch sphere (density plot). North
and south poles correspond to magnons completely condensed at −K
and K, respectively. Shown here is the state engineered by coupling
the valleys with a sinusoidal field (green arrow) along ẑ with wave
vector Q = 2 K.

and Bs = 6J0S(1 + 2η) is the saturation field. The bk’s are
defined by br = ∑

k bke
ik·r/

√
N and satisfy [bk,b

†
k′ ] = δkk′

with nk = b
†
kbk. The Fourier component of the two-body

repulsive density-density interaction has the form [15]

vq(k,k′) = J0(2ηγq − γk − γk−q). (2)

The dispersion is given by ωk = 2J0S(3 + γk), where γk =∑
ν e−ik·δν . As shown in Fig. 1(b), the dispersion has two

inequivalent degenerate minima (valleys). We choose to index
them by ±K = ±(4π/3a,0,0). When B0 > |Bs | or μ < 0,
the system’s ground state is in the normal phase with fully
polarized spins. We will be interested in the case B0 � |Bs | or
μ � 0, when the spins are canted out-of -plane, and one can
treat the ground state as a Bose condensate of a dilute Bose
gas [8,11]. We note that AFM dimers can also be mapped to
the Bose gas Hamiltonian Eq. (1) [8,16].

An approximation to the total Hamiltonian H0 is obtained
by projecting onto the valley states to obtain [9]

H = −
(
μ + χ1

2

)
(n̂−K + n̂K)

+ χ1

2
(n̂−K + n̂K)2 + (χ2 − χ1)n̂−Kn̂K, (3)

where n̂i = b
†
i bi , and χ1 = v0(K,K)/N and χ2 =

[vQ(−K,K) + v0(K,K)]/N are the self-interaction and
mutual interaction strengths, respectively. We find that
vQ(−K,K) = 6J0(1 − η) and v0(K,K) = 6J0(1 + 2η). The
self-interaction tends to condense magnons into both valleys
equally, leading to a “fragmented” BEC in momentum space
[10]. The mutual interaction tends to condense magnons into
one valley or the other. We consider the case of easy-plane

anisotropy, η < 1, so that χ2 > χ1, and the mutual interaction
is stronger.2

The leading-order ground-state energy is obtained by
replacing bk with a condensate wave function 〈bk〉. The ground
state is doubly degenerate, consisting of a BEC occupying
either K or −K. The two ground states exhibit “umbrella”-type
spin textures

〈S〉 =
√

S

(
1 − B0

Bs

)
[cos(K · r)x̂ ± sin(K · r)ŷ] − S

B0

Bs

ẑ,

where neighboring spins on a triangular plaquette have relative
in-plane angles of 120◦ as shown in Fig. 1(a). Focusing on a
given triangular plaquette, one sees that the two ground states
exhibit spin textures of opposite chirality.

III. ENGINEERING ENTANGLEMENT
OF MAGNON CONDENSATES

In this paper, we propose engineering quantum superpo-
sitions of these two opposite chirality states by introducing a
coupling between valleys. This can be achieved via a sinusoidal
external magnetic field He

r = He cos(Q · r)ẑ with wave vector
Q = 2 K. Up to a constant, the Zeeman energy adds

HB = −B

2
(b†−KbK + b

†
Kb−K)

to Eq. (3), where B = gμBHe. One can understand this
coupling classically: due to the alternating direction of the
magnetic field, the adjacent spins rotate in opposite directions,
causing the oscillations between spin textures of opposite
chirality.

Since the total condensate particle number n−K + nK ≡ 2J

is a constant of motion, we analyze H + HB with fixed J . To
describe quantum coherence between valleys, it is useful to
formally regard |−K〉 and |K〉 as pseudospin-up and -down,
respectively. We introduce the total valley pseudospin operator
using the Schwinger representation for angular momentum
J = 	b†σ 	b/2, where σ is the vector of Pauli matrices and 	b =
(b−K,bK). The operators J satisfy the usual angular momentum
algebra with J2 = J (J + 1) [17]. The valley polarization
operator

JZ = (b†−Kb−K − b
†
KbK)/2 (4)

defines the eigenstates JZ|J,m〉 = m|J,m〉, where m =
(n−K − nK)/2 and −J � m � J . We define the pseudospin
Hamiltonian HJ by

H + HB = HJ − 2J (μ + χ1/2) − J 2(χ1 + χ2),

where

HJ = −AJ 2
Z − BJX (5)

and A = χ2 − χ1 = vQ(−K,K)/N .
The Hamiltonian Eq. (5), viewed as a many-spin sys-

tem with infinite coordination number, is a limit of the

2Quantum corrections to the interaction strengths are suppressed by
1/S [11].
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Lipkin-Meshkov-Glick [18–21] model.3 In the thermody-
namic (TD) limit J → ∞, Eq. (5) exhibits a second-order
quantum phase transition (QPT) at the critical field Bc = 2AJ

between eigenstates of −J 2
Z and −JX, which are distinguished

by the order parameter 〈JX〉.4 In the “broken” phase, at B <

Bc, 〈JX〉 = B/Bc, and the ground state is doubly degenerate
and gapless. In the “symmetric” phase, at B � Bc, 〈JX〉 = J ,
and the ground state is nondegenerate and gapped.

Rather than focusing on the thermodynamic limit, we
seek a finite-size system with (i) an energy gap to excitation
sufficiently large to observe the ground state, and (ii) a ground
state that manifests macroscopic entanglement. Working in the
JZ basis |J,m〉, we first numerically compute the ground state
|
〉 = ∑

m cJm|J,m〉 and energy gap of Eq. (5). To develop an
understanding of the results, we go to the spin coherent state
basis

|θ,φ〉 = 1

(1 + |w|2)J

J∑
m=−J

(
2J

J − m

)1/2

wJ−m|J,m〉, (6)

where w = eiφ tan θ/2 is the stereographic projection of the
sphere onto the complex plane. Since Eq. (6) is an eigenstate
of n · J with n = (sin θ cos φ, sin θ sin φ, cos θ ), it can be
visualized as a point on the pseudospin Bloch sphere, as
shown in Fig. 1(c). The ground state can be completely
characterized [22] by the probability density 〈θ,φ|ρ|θ,φ〉,
where ρ = |
〉〈
| is the density matrix. Results are shown
in Fig. 1(b) and Figs. 2(a) and 2(b).

Numerical results for the gap are plotted in Fig. 2(c).
The gap arises from tunneling between degenerate mean-field
ground states. They can be approximated by taking Eq. (6) as
a variational ground state of HJ with (θ,φ) as parameters. The
value of 〈θ,φ|HJ |θ,φ〉 is

E(θ,φ) ≡ −AJ 2

(
cos2 θ + 2

B

Bc

sin θ cos φ

)
, (7)

neglecting smaller terms of order J . Degenerate minima of
Eq. (7) occur at (θ,φ) = (θ0,0) and (θ,φ) = (π − θ0,0), where
sin θ0 = B/Bc. The minima are separated by a tunnel barrier
in the θ direction with height V0 = E(π/2,0) − E(θ0,0). The
transition amplitude 〈θ |JX|π − θ〉 causes tunneling between
the degenerate minima, leading to a ground state that is a
symmetric superposition separated in energy from the anti-
symmetric superposition by a tunneling splitting. The value
of the tunneling splitting can be computed using instanton
methods [23] based on the path-integral representation of the
propagator in the spin coherent state basis Eq. (6),

〈θf ,φf |e−iHJ t |θi,φi〉

=
∫ (θf ,φf )

(θi ,φi )
Dθ Dφ exp

[
i

∫ t

0
dt ′[J φ̇(1 − cos θ ) − E(θ,φ)]

]
.

(8)

3The terms J 2
X,J 2

Y are absent since they are prohibited here by
momentum conservation.

4This transition bears similarity to the QPT between the normal and
superradiant phase in the Dicke model.

FIG. 2. Top panel: (surface plot) mean-field ground-state energy
E(θ,φ) given in Eq. (7); (color density plot) ground-state probability
density expressed in the pseudospin coherent-state basis given in
Eq. (6). In (a) (B/Bc,J ) = (0.3,3) and (b) (B/Bc,J ) = (0.9,102).
Bottom panel: (c) Tunnel splitting in units of the interaction strength,
/A, as a function of magnon number 2J . Solid markers are
computed by numerical diagonalization of Eq. (5) and dashed lines are
computed from instanton formulas. (d) Effective quartic double-well
potential, V (q)/A, in the polar pseudospin angle q = cos θ in the
regime ε � 1 with (ε,J ) = (10−2,103). Ground- and excited-state
wave function computed from numerical diagonalization are also
plotted.

To elucidate the results, we set ε = 1 − B/Bc and separately
consider ε ≈ 1 and ε � 1.

Far below the QPT, when B � Bc and ε ≈ 1, one finds that
sin θ0 � 1, so that V0 presents a high tunnel barrier in θ . This
leads to N00N-like ground states, well-localized near the poles
as shown in Fig. 2(a), but with a very small tunnel splitting
[5,24,25],

 = A
4J 3/2

√
π

( e

2

)2J
(

B

Bc

)2J

. (9)

The 2J power-law dependence on B/Bc can be understood
from perturbation theory, since the degeneracy of the J 2

Z

eigenstates is lifted by the perturbation BJX in the 2J th
order. As shown in Fig. 2(c), the tunnel splitting /A < 1
is exponentially suppressed with magnon number. While this
N00N-like state exhibits the entanglement that we seek, it will
be difficult to prepare and observe since the tunnel splitting is
too small.

To attain a larger tunnel splitting, we take B close to Bc,
so that ε � 1. We find that θ0 ≈ π/2 − √

2ε. The classical
minima at (θ,φ) = (θ0,0) and (θ,φ) = (π − θ0,0), therefore,
approach one another and the tunneling barrier height V0 =
A(Jε)2 decreases. Quantum fluctuations in φ are strongly
suppressed, as shown in Fig. 2(b), and one can integrate out φ.
The result is an effective Lagrangian

L = mq̇2

2
− V (q),
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where q ≡ cos θ , m = 1/2A is an effective mass, and V (q) =
V0(q2

0 − q2)2/q4
0 is a quartic double-well potential with min-

ima at ±q0 = ±√
2ε [5,23]. This potential together with its

ground- and excited-state wave functions is plotted in Fig. 2(d).
The tunnel splitting is

 = 4
√

3ω0

√
S0

2π
e−S0 ,

where S0 = (2J/3)(2ε)3/2 is the instanton action and ω0 =
2JA

√
2ε is the attempt frequency [5]. This tunnel splitting is

compared to the numerical diagonalization in Fig. 2(c). For
fixed ε, we can maximize the gap by the scaling

J = Jmax(ε) = 0.8ε−3/2, (10)

which yields

max = 12
J0

N
(1 − η)J 2/3

max. (11)

Choosing ε = 10−2, N = 104 lattice sites, and 2J = 103

magnons, and noting typical values η = 0.8 and J0 = 5 K
[11], we find a splitting of  = 120 mK. This should be
sufficiently large to permit initialization of the ground state
in dilution refrigerator temperatures of 15 mK. For these
parameters, the applied field requires tuning to precision of
order εBc = 0.1 GHz, corresponding to a magnetic field of
order mT, which should be experimentally feasible.

IV. MOMENTUM-SPACE ENTANGLEMENT

There are many ways to quantify the size or the number
of particles involved in a superposition. One measure is the
difference in the expectation value of an observable between
the two superposed states [6]. Here, JZ is a natural choice,
since the ground state of our system is a superposition of states
with large differences in 〈JZ〉. The ground-state wave function
plotted in Fig. 2(d) is a superposition of states localized
at the minima ±q0. Although the distance between minima
goes to zero as 2q0 = 2

√
2ε, with the scaling Eq. (10), these

states remain distinct as 〈JZ〉 ∼ ±Jq0 = ±Jmax(ε)q0 ∼ ε−1,
Thus, macroscopic entanglement seems plausible even as ε

shrinks. Below, we further quantify this entanglement with the
entanglement entropy and a quantum metrological measure
called quantum Fisher information.5

A. Entanglement entropy

In this section, we study the entanglement entropy as
defined by the von Neumann entropy of the reduced density
matrix (RDM) of 2j magnons [26],

SE(J,j ) = −tr[ρ̂2j log2 ρ̂2j ], (12)

5We note that in this work we consider momentum-space entan-
glement, which is very different from real-space entanglement. For
example, a product state in momentum space has entanglement in
real space, |K〉 ⊗ |−K〉 = ∑

r1,r2
eiK·(r1−r2)|r1〉 ⊗ |r2〉, and a magnon

condensate in single momentum mode can be considered macroscop-
ically entangled in real space [30].

FIG. 3. (a) Momentum-space entanglement entropy SE as a
function of the reduced field B/Bc. Dots show numerically computed
values. The dashed line shows a theoretical curve in the thermo-
dynamic limit. (b) The scaling exponent p of the quantum Fisher
information FQ, Eq. (16), as a function of B/Bc. The inset shows a
logarithmic plot in the crossover region, ε = 1 − B/Bc � 0.1.

where ρ̂2j is formed by tracing out 2J − 2j magnons.
Generally, the RDM matrix elements in any basis are given
by [6]

(ρ2j )
k1···k2j

l1···l2j
≡ 2(J − j )!

2J !

〈
b
†
k1

· · · b†k2j
bl1 · · · bl2j

〉
, (13)

where ki,li are the state labels for the ith particle, and the
expectation value is taken in the ground state. Here, SE can
be more efficiently evaluated with the RDM in the occupation
number representation in the momentum-space basis, 6which
is given by

(ρ̃2j )mn ≡ 〈j,m|ρ̂2j |j,n〉

=
√(

2j

m

)(
2j

n

)〈
(b†−K)m(b†K)j−mbn

−Kb
j−n

K

〉
2J !/2(J − j )!

. (14)

The entanglement entropy for several values of J and
j for finite J is plotted in Fig. 3(a). At ε � 1 (B � Bc),
SE = 1 as expected for a N00N state, where mainly two
states are occupied, while at ε � 0 (B � Bc), SE → 0, where
the ground state approaches an eigenstate of JX. Near the
quantum critical point B → Bc, where we propose working,
SE is enhanced. In fact, a cusplike peak is apparent [18,19].
In the thermodynamic limit, the peak becomes a logarithmic
divergence, as shown by computing SE in a 1/J expansion
[20]. The leading term is given by

S
(TD)
E = x + 1

2
log2

(
x + 1

2

)
− x − 1

2
log2

(
x − 1

2

)
+ c,

(15)

where x = α−1/2√[αr + (1 − r)][α(1 − r) + r], r = j/J ;
for ε < 0, α = √

ε/(ε − 1), and c = 1, while for ε > 0,
α = √

(ε − 2)ε, and c = 0. In the limit ε → 0, S
(TD)
E ∼

−(1/4) ln |ε|, so the QCP is signaled by a logarithmic

6Since the nonzero eigenvalues of Eqs. (13) and (14) are the same,
either can be used to calculate the entanglement entropy.
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divergence. This analytical result in the thermodynamic limit
is also plotted in Fig. 3(a).

The behavior of SE confirms the presence of entanglement
in our ground state, but it is an imprecise measure, as its value
is affected by entanglement due to symmetrization of the wave
function, which is nonzero even for a single Fock state |J,m〉.
The correct interpretation of this type of entanglement and its
potential for use in quantum information is still a subject of
debate [27,28].

B. Quantum Fisher information

In this section, we study an entanglement measure called
quantum Fisher information that determines the ability of the
system to find use in precision quantum metrology and show
that it can be measured experimentally. If a relative phase φ is
accumulated between the condensate states |±K〉, leading to
the state |
(φ)〉 = eiφJZ |
〉, a measurement of φ will have a
minimum phase estimation error δφ bounded by the quantum
Cramer-Rao bound δφmin = 1/

√
FQ, where FQ is the quantum

Fisher information [29], which is given by

FQ = 4[〈
 ′(φ)|
 ′(φ)〉 − |〈
 ′(φ)|
 ′(φ)〉|2] = 〈
J 2

Z

〉
,

where JZ ≡ JZ − 〈JZ〉, and this result holds for pure states.
For example, a N00N state would yield 〈J 2

Z〉 = J 2, while
the cat state we propose with the parameter values ε = 10−2

and 2J = 103 has 〈J 2
Z〉 = 58.9.

In quantum metrology, one is interested in how precision
scales with the number particles used for the measurement.
Defining the scaling exponent p by [30]√〈

J 2
Z

〉 = O(Jp), (16)

we have δφmin ∝ J−p. Therefore, p measures the scaling
of precision with magnon number; p = 0.5 is the so-called
standard quantum limit, while p = 1 is the Heisenberg limit,
showing quantum enhanced precision. Figure 3(a) plots a
numerical fit to p as a function of B/Bc. We find that p = 1 in
the range 0 < B/Bc � 0.9, and p = 0.5 at B/Bc � 1, where
the ground state |θ = π/2,φ = 0〉 is separable when written in
terms of b

†
K and b

†
−K. For 0.9 � B/Bc < 1 (ε < 0.1), we find p

goes as 1.15 + 0.16 log ε as shown in the inset of Fig. 3(b). For
the cat state we propose, B/Bc = 0.99 and p � 0.85, which
is a significant amount of entanglement.

For experimental measurement, the JZ variance can be
related to a spin correlation function that can be probed with
neutron scattering [15],

〈J 2
Z〉 = J (J + 1) − 〈

J 2
X

〉 − 〈
J 2

Y

〉
= J 2 − N

〈
Sz

QSz
−Q

〉
c
, (17)

where we used 〈JZ〉 = 0, and 〈· · ·〉c denotes the condensate
contribution to the expectation value. The order parameter 〈JX〉
of the QPT sets the amplitude of modulation of a spin-density
wave in Sz

r ,

〈n̂r〉 = 〈
Sz

r

〉 + S = 2J + 2〈JX〉 cos Q · r,

which can be measured by Brillouin light scattering [7,31].

V. DECOHERENCE

The Hamiltonian Eq. (5) is formally identical to a model for
a uniaxial ferromagnet in a transverse field [5,24,25]. However,
in that case, coherence is highly vulnerable to dephasing from
Zeeman coupling to low-frequency magnetic field noise [5].
For a system starting in the ground state, such noise will lead
to excitations via a large JZ matrix element to the first excited
state. In contrast, one of the remarkable aspects of this magnon
system is its robust coherence. Ambient magnetic field noise
perturbs the pseudospin JX term in the magnon Hamiltonian,
which should have a negligible effect on the ground state
because its JX matrix element to the first excited state is very
small. A JZ dephasing term would require a highly nontrivial
interaction capable of differentiating between spin textures of
opposite chirality.

The ground state of our system should be much more robust
against particle loss than, say, a N00N state [32]. Still, we
expect the lifetime of the quantum state to be determined by
magnon loss due to uniaxial U(1) symmetry-breaking terms
that arise generically from Dzyaloshinsky-Moriya interac-
tions, magnetic crystalline anisotropy, and dipolar interactions.
Only an in-plane Dzyaloshinsky-Moriya vector would break
uniaxial symmetry, but such a vector is forbidden here by
inversion symmetry in the plane. The crystalline anisotropy
Hamiltonian is also severely restricted by inversion symmetry;
uniaxial symmetry-breaking terms only arise at fourth order
in the spin operators. Thus the dominant term is the dipolar
interaction, scaling as Vd = g2μ2

B/a3
0 [7], that leads to many-

body scattering and magnon decay [33]. For an estimate
of the decay rate, we consider three-magnon scattering.
Energy conservation forbids spontaneous emission out of the
zero-energy condensate manifold,7 but transfer of magnons
between {±K} is allowed by the umklapp process |K〉 →
|−K〉 + |−K〉 because G = 3K is a reciprocal-lattice vector.
The rate of this process goes like γ

(3)
K ∼ 2π |v(3)|2DK(0),

where v(3) ∼ Vd/
√

N , and DK(ω) = ∑
q δ(ω − ωq − ωK−q)

is the density of states of the two-magnon continuum. In two
dimensions, DK(ω) scales as Am/π , where A ∼ Na2

0 is the
area and m ∼ 1/J0a

2
0 is the magnon effective mass. For a

typical lattice constant a0 = 0.7 nm [34], Vd ∼ 10 mK, so the
rate scales as γ

(3)
K ∼ V 2

d /J0 ∼ 10−3 mK. This is much smaller
than the energy scale set by the gap .

VI. CONCLUSION AND OUTLOOK

This work presents a proposal for establishing robust
momentum-space entanglement in the ground state of con-
densed magnons in a quasi-two-dimensional canted XY

antiferromagnet on a triangular lattice. The proposed magnon
Schrödinger-cat state is established by tuning parameters
near a quantum phase transition, where the entanglement
entropy is strongly enhanced. It was shown that the degree
of entanglement as defined by the quantum Fisher information
can be measured experimentally with neutron scattering.

7We assume that phonons, which could provide another decay
channel, are frozen out at the low temperatures considered here.
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In light of recent experiments in incorporating magnons
in yttrium-iron garnet (YIG) in circuit quantum electrody-
namics [35], it would be interesting to consider whether
the entanglement explored here may also be engineered

in a quasiequilibrium magnon condensate in YIG. The
potential for such a driven dissipative quantum phase
that supports many-body entanglement warrants further
study.
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