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Onset of quantum criticality in the topological-to-nematic transition in a two-dimensional
electron gas at filling factor ν = 5/2
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Under hydrostatic pressure, the ground state of a two-dimensional electron gas at ν = 5/2 changes from a
fractional quantum Hall state to the stripe phase. By measuring the energy gap of the fractional quantum Hall
state and of the onset temperature of the stripe phase, we mapped out a phase diagram of these competing phases
in the pressure-temperature plane. Our data highlight the dichotomy of two descriptions of the half-filled Landau
level near the quantum critical point: one based on electrons and another on composite fermions.
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The fractional quantum Hall state (FQHS) at the Landau
level filling factor ν = 5/2 remains one of the most enigmatic
ground states of two-dimensional electron gases subjected
to a perpendicular magnetic field [1,2]. This FQHS, similarly
to all other FQHSs [3,4], is topologically ordered, is believed to
belong to the Pfaffian universality class [5–17], and is thought
to support non-Abelian excitations [5]. Within the framework
of the composite fermion theory [18,19], the ν = 5/2 FQHS
can be understood as being due to pairing of composite
fermions, a pairing driven by the residual attractive interactions
between composite fermions [5,20–25].

Our recent measurements [26] revealed that the ground
state at ν = 5/2 undergoes a pressure-driven quantum phase
transition from the FQHS to a stripe phase [27–37]. In
this experiment, the two-dimensional electron gas was not
exposed to an in-plane magnetic field or any other externally
applied symmetry breaking fields [26]. This phase transition
is intriguing since it does not belong to the class of topo-
logical phase transitions in which both phases involved are
topologically nontrivial [38–43]. Indeed, these two phases
have fundamentally different orders: The ν = 5/2 FQHS is
topologically ordered, while the stripe phase is a traditional
broken symmetry phase supporting nematic order [44–46].

In this Rapid Communication, we present finite temperature
measurements of the FQHS and the pressure-induced stripe
phase at ν = 5/2. The obtained data allow us to extract energy
scales of these two phases, the energy gap of the ν = 5/2
FQHS and the onset temperature of the stripe phase, in
particular. Using these quantities we trace a phase diagram
in the pressure-temperature plane. This phase diagram is an
example of a diagram exhibiting quantum criticality due to the
competition of a topological and a traditional broken symmetry
phase. Theoretical details of the transition studied have not yet
been worked out. We therefore expect our results to motivate
future work on competing phases in topological materials.

We measured a two-dimensional electron gas with a density
of n= 2.8×1011 cm−2 and mobility of μ= 15×106 cm2/V s

*Present address: QuTech and Kavli Institute of NanoScience, Delft
University of Technology, 2600 GA Delft, The Netherlands.

†gcsathy@purdue.edu

confined to a GaAs/AlGaAs quantum well [26,47,48]. The
sample was mounted in a pressure clamp cell [49]. As shown
in the Supplemental Material [50], both the electron density
and the mobility decrease with increasing pressure [51]. Since
the pressure cannot be changed in situ, the sample is warmed
up to room temperature every time we change the pressure.
Pressures quoted throughout this Rapid Communication are
estimated at low temperatures and temperatures reported are
measured on the mixing chamber.

In Fig. 1 we show the dependence of the longitudinal
magnetoresistance for the Landau filling factor range 2 <

ν < 3 on temperature and pressure. We have measured
the magnetoresistance along two different crystallographic
directions of the GaAs host: Rxx is measured along the [11̄0]
crystallographic direction, while Ryy along the [110] direction.
Our analysis is focused at ν = 5/2, marked by the vertical
dashed lines in Fig. 1. In the following, we discuss the three
different ground states stabilized at ν = 5/2 at different values
of pressure.

At P = 6.95 kbar and T = 12 mK, the longitudinal mag-
netoresistance near ν = 5/2 is vanishingly small and nearly
isotropic. Such a behavior, together with a quantized Hall
resistance [26], indicates the presence of a FQHS at ν = 5/2
[1,2]. The density of states of the FQHS at ν = 5/2, similarly
to that of any other FQHS, has an energy gap, hence this FQHS
is an incompressible quantum liquid [1,2].

In contrast, at P = 8.71 kbar and T = 13 mK, the longi-
tudinal magnetoresistance at ν = 5/2 is strongly anisotropic.
The anisotropic magnetoresistances we observe at ν = 5/2
and P = 8.71 kbar are identical in all aspects to that of the
prototype stripe phase forming at ν = 9/2 and at other filling
factors [27–37]. Indeed, anisotropy at both of these filling
factors develops in the absence of the application of any
in-plane B field and in a very limited range of filling factors of
width �ν ≈ 0.15 around the half-integer value [26,30–37]. In
the absence of an energy gap in the density of states, the stripe
phase at ν = 5/2 is compressible [30–37].

The stripe phase we observe at ν = 5/2 is likely related
to nematic phases developing in the two-dimensional electron
gas but under different experimental conditions, specifically
with the application of an in-plane B field. Indeed, nematicity
at ν = 5/2 is induced in the presence of a sizable in-plane B
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FIG. 1. The evolution of magnetotransport between ν = 2 and
3 at three temperature and three pressure values. The green lines
show Rxx measured along the [11̄0] crystallographic direction of the
GaAs host, while the red lines Ryy measured along [110]. The longer
vertical dashed lines mark ν = 5/2, while the shorter dotted lines are
at ν = 7/3 and 8/3. The ground state at ν = 5/2 and at 6.95 kbar is a
FQHS, at 7.60 kbar it is a nearly isotropic Fermi fluid, and at 8.71 an
electronic stripe phase. Data sets at the lowest temperature for 6.95
and 7.60 kbar are from Ref. [26].

field but, in contrast to our observations, anisotropy under tilt
develops over a very wide �ν ≈ 0.6 range [52–56]. Nematic
phases are also reported in Refs. [57,58], but these phases, in
contrast to the stripe phase we observe, are incompressible.

At P = 7.60 kbar and T = 12 mK, the magnetoresistance
at ν = 5/2 remains finite, featureless, and nearly isotropic
[26]. Such a behavior signals that the ground state cannot be
a FQHS or a stripe phase. A similar behavior of the mag-
netoresistance was observed at ν = 1/2 and was associated
with Fermi-liquid behavior [59]. We therefore interpret our
data at P = 7.60 kbar and T = 12 mK as evidence for a
Fermi-liquid-like state.

Magnetoresistance data shown in the lowest row of panels
of Fig. 1 demonstrate that the ground state at ν = 5/2 as mea-
sured near 12 mK evolves from a FQHS toward an electronic
stripe phase as the pressure is increased [26]. Figure 1 also
shows how a rising temperature changes the magnetoresistance
at ν = 5/2. As a rule, at higher temperatures, features of the
magnetoresistance become less pronounced. For example, at
P = 6.95 kbar, there is an increase of the magnetoresistance
at ν = 5/2 as the temperature is raised from 12 to 25 mK.
This indicates an enhanced generation of thermally activated
excitations in the FQHS. In addition, at P = 8.71 kbar, the
degree of anisotropy of the stripe phase measured at T =
26 mK is weaker than that measured at T = 13 mK.

In order to describe the temperature evolution of the
observed ground states, we extract a characteristic energy
scale associated with them. A FQHS is characterized by the
energy gap � of the excitations with respect to the ground
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FIG. 2. (a) Arrhenius plots of the T -dependent magnetoresistance
at ν = 5/2 used to extract the energy gap � of the ν = 5/2 FQHSs. (b)
The temperature dependence of the magnetoresistance of the stripe
phase at ν = 5/2 shows the development of a large anisotropy. The
vertical dashed line marks the onset temperature for nematicity Tonset.

state. The longitudinal magnetoresistance in the presence
of an energy gap � in the density of states is proportional
to exp(−�/2kBT ), a relationship often referred to as the
activated behavior. Figure 2(a) shows the activated behavior
of the FQHS at ν = 5/2 and also the extracted energy gaps
� of the ν = 5/2 FQHS at P = 2.58 and 6.95 kbar. We find
that the energy gap of the ν = 5/2 FQHS decreases with
increasing pressure.

The temperature dependence of the stripe phase at ν = 5/2
is shown for P = 8.71 kbar in Fig. 2(b). At relatively high
temperatures, exceeding 40 mK, the magnetoresistance is
nearly isotropic. In our sample we observe a small difference
between Rxx and Ryy which is often seen in experiments and is
commonly attributed to imperfections in the sample geometry.
Indeed, since the side of our sample is only 2 mm long and the
indium ohmic contacts are applied by soldering, there is likely
a small geometric difference between the xx and yy sides of
the sample. While we do not observe any obvious signatures of
density gradients in our sample [60], it is possible that small
variations around the mean pressure result in small density
fluctuations which may also influence the magnetoresistance.
In contrast to the behavior of Rxx and Ryy taken above
40 mK, Rxx and Ryy sharply deviate from one another at
lower temperatures [30–33]. As seen in Fig. 2(b), the Rxx/Ryy

ratio of the resistances in the two different crystallographic
directions exceeds three orders of magnitude at the lowest
temperatures. The relatively abrupt onset of anisotropy is
a hallmark property for the stripe phase and it defines the
onset temperature for nematicity Tonset. We estimate Tonset by
imposing a significant anisotropy Rxx = 2Ryy in the linearly
interpolated data. The dashed line in Fig. 2(b) marks Tonset

obtained this way at P = 8.71 kbar.
The dependence on the pressure of the energy gap of the

ν = 5/2 FQHS and of the estimated onset temperature of the
stripe phase at ν = 5/2 are summarized in Fig. 3. We observe
that the energy gap of the ν = 5/2 FQHS is monotonically
suppressed with increasing pressure. At higher pressures we
find that the stripe phase is stabilized at ν = 5/2. In Fig. 3,
the dashed red line is a guide to the eye for the energy gap
of the ν = 5/2 FQHS and the dashed blue line for the onset
temperature of the stripe phase at ν = 5/2.
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FIG. 3. A diagram summarizing the behavior at ν = 5/2 in the
P -T phase space. Solid symbols represent the energy gap of the FQHS
(red symbols) and the onset temperature of the stripe phase (blue
symbols). The open symbol at P = 7.60 kbar and T = 12 mK shows
that at these parameters we observe a nearly isotropic Fermi fluid.
Dashed lines are guides to the eye. The green square is a quantum
critical point.

Figure 3 can be understood as a phase diagram. Far below
the dashed lines the ground state is either a FQHS or a stripe
phase. Above the dashed lines there is a Fermi-liquid-like
phase. We note that the red dashed line is not a sharp phase
boundary, but it represents a crossover between the FQHS and
the Fermi liquid. The blue dashed line denotes a transition
of an unknown type. The continuous horizontal red line at
T = 0 indicates the ground state is the ν = 5/2 FQHS, while
the continuous blue line represents the stripe phase in the
limit of T = 0. Above the dashed lines we have an isotropic
Fermi-liquid-like phase. Since data sets at P = 7.60 kbar are
consistent with a Fermi-liquid-like state, the Fermi liquid is
wedged in between the FQHS and the stripe, down to at least
12 mK. The open circle at P = 7.60 kbar at T = 12 mK in
Fig. 3 marks this point of the lowest temperature Fermi liquid
we accessed. Because the Fermi liquid is wedged in between
the two ordered phases, the stripe region forms a dome in the
P -T phase diagram.

The phase diagram shown in Fig. 3 is an example
of an experimentally obtained diagram exhibiting quantum
criticality of competing topological and a nematic orders.
While the stripe phase is a well-known broken symmetry
phase, the ν = 5/2 FQHS is beyond Landau’s description.
One cannot associate a local order parameter with this state;
it is said that a FQHS is a topological quantum liquid [4]. In
fact, the topological quantum liquid at ν = 5/2 is different
from other FQHSs as it is thought to belong to the Pfaffian
universality class [5–17]. This phase diagram in the vicinity
of P = 7.6 kbar is very similar to the diagram of a quantum
phase transition [61]. Earlier we suggested a direct quantum
phase transition between these two phases which occurs at the
quantum critical point PC = 7.8 ± 0.2 kbar [26]. This critical
point is of an interesting type because one of the phases is
topological in nature. As the quantum critical point is crossed

with an increasing pressure, the topological order of the FQHS
is destroyed while the nematic order is acquired.

Obtaining more detailed data near PC is quite challenging
due to the inability to change the pressure in situ, a limitation
of the technique we use. We emphasize that a direct phase
transition at T = 0 remains the simplest, most elegant inter-
pretation of our data. Any cut in the phase diagram at a finite
temperature below the onset of stripes will reveal the FQHS,
Fermi liquid, and stripe sequence of phases as the pressure is
increased.

We think that the phase competition shown in Fig. 3
originates from a delicate tuning of the effective electron-
electron interaction with pressure. Early numerical work
provided the insight that a transition from a FQHS to a
stripe phase is possible at half filling when the interaction
between the electrons deviates from its Coulomb expression
[23,62,63]. However, until very recently [26] it was not clear
whether such peculiar interactions favoring the stripe phase
can be experimentally realized at ν = 5/2. One way to tune
the effective electron-electron interaction is through changing
the effective width of the quantum well [23]. It was later found
that besides the quantum well width, the Landau level mixing
parameter [64] must also be constrained to stabilize the stripe
phase at ν = 5/2 [26]. We think one of these effects or perhaps
their combination is responsible for the stabilization of the
stripe phase.

A model for the transition from the FQHS to a nematic
phase at half filling has recently been formulated [44]. In
this model, the nematic phase is stabilized by a quadrupolar
interaction between the electrons. In the presence of this type
of interaction, it is found that the Fermi-liquid behavior can
be destroyed either by fluctuations in the Chern-Simons gauge
fields or by the nematic order parameter [44]. As a result,
a direct quantum phase transition from the paired FQHS
to the nematic phase was obtained [44]. Transitions from
a FQHS to stripes at a half-filled Landau level were also
found in theoretical work considering the interplay between
nematic and gauge fluctuations [45] and when a changing mass
anisotropy is present in the system [46].

Nonetheless, our understanding of the phase transition near
the quantum critical point is still incomplete. Below the critical
pressure, a FQHS requires the existence of composite fermions
[5]. In contrast, composite fermions are not required to account
for the stripe phase above the critical pressure [27–29]. The
existence of a quantum critical point in Fig. 3 thus highlights
the dichotomy of the two descriptions of the half-filled Landau
level: one based on electrons [27–29] and another on composite
fermions [18,19].

Interest in the half-filled Landau level was recently rekin-
dled by theories according to which the composite fermions
are Dirac-like at exact particle-hole symmetry [65–68]. These
theories naturally account for a Fermi sea and for a FQHS
at half filling, but do not accommodate the formation of the
stripe phase [65]. In our experiment, particle-hole symmetry is
broken due to significant Landau level mixing and finite width
effects, therefore these theories most likely do not strictly
apply.

Finally, we note that the FQHSs developing at ν = 7/3 and
8/3 deteriorate near the quantum critical point. Indeed, from
the data from Fig. 1 at P = 6.95 and 8.71 kbar, the presence
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of depressions in the magnetoresistance at ν = 7/3 and 8/3
at the lowest temperatures reached indicates weak FQHSs at
these filling factors. However, at the intermediate pressure
P = 7.60 kbar and T = 12 mK, these weak depressions at
ν = 7/3 and 8/3 have virtually disappeared. In the vicinity
of the critical pressure we thus observe a conspicuous loss of
electronic correlations responsible for the ν = 7/3 and 8/3
FQHSs. One possibility is that such a deterioration of the
FQHSs at ν = 7/3 and 8/3 near the quantum critical point
could be due to enhanced quantum fluctuations.

To conclude, we have measured the pressure-dependent
energy gap of the FQHS at ν = 5/2 and the onset temperature
of the stripe phase developing at the same filling factor. These

quantities allowed us to map out the phase diagram near
the instability of the parent Fermi sea toward a FQHS and
toward stripes in the P -T parameter space. We found that finite
temperature measurements corroborate with the interpretation
of a direct phase transition from the FQHS to the stripe phase
in the limit of zero temperatures. We have thus demonstrated
that the two-dimensional electron gas at ν = 5/2 is a model
system which supports competing topological and traditional
nematic orders in the P -T parameter space.

This work was supported by the U.S. Department of
Energy, Office of Basic Energy Sciences, Division of Materials
Sciences and Engineering under Award No. DE-SC0006671.
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[9] A. Wójs, C. Tőke, and J. K. Jain, Phys. Rev. Lett. 105, 096802

(2010).
[10] E. H. Rezayi and S. H. Simon, Phys. Rev. Lett 106, 116801

(2011).
[11] A. Tylan-Tyler and Y. Lyanda-Geller, Phys. Rev. B 91, 205404

(2015).
[12] M. P. Zaletel, R. S. K. Mong, F. Pollmann, and E. H. Rezayi,

Phys. Rev. B. 91, 045115 (2015).
[13] K. Pakrouski, M. R. Peterson, Th. Jolicoeur, V. W. Scarola, C.

Nayak, and M. Troyer, Phys. Rev. X 5, 021004 (2015).
[14] M. Levin, B. I. Halperin, and B. Rosenow, Phys. Rev. Lett. 99,

236806 (2007).
[15] S.-S. Lee, S. Ryu, C. Nayak, and M. P. A. Fisher, Phys. Rev.

Lett. 99, 236807 (2007).
[16] J.-S. Jeong and K. Park, Phys. Rev. B 91, 195119 (2015).
[17] X. Wan and K. Yang, Phys. Rev. B 93, 201303 (2016).
[18] J. K. Jain, Phys. Rev. Lett. 63, 199 (1989).
[19] B. I. Halperin, P. A. Lee, and N. Read, Phys. Rev. B 47, 7312

(1993).
[20] M. Greiter, X.-G. Wen, and F. Wilczek, Phys. Rev. Lett. 66,

3205 (1991).
[21] N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).
[22] V. W. Scarola, K. Park, and J. K. Jain, Nature (London) 406,

863 (2000).
[23] E. H. Rezayi and F. D. M. Haldane, Phys. Rev. Lett. 84, 4685

(2000).
[24] H. Lu, S. Das Sarma, and K. Park, Phys. Rev. B 82, 201303

(2010).

[25] S. A. Parameswaran, S. A. Kivelson, S. L. Sondhi, and B. Z.
Spivak, Phys. Rev. Lett. 106, 236801 (2011).

[26] N. Samkharadze, K. A. Schreiber, G. C. Gardner, M. J. Manfra,
E. Fradkin, and G. A. Csáthy, Nat. Phys. 12, 191 (2016).

[27] A. A. Koulakov, M. M. Fogler, and B. I. Shklovskii, Phys. Rev.
Lett. 76, 499 (1996).

[28] R. Moessner and J. T. Chalker, Phys. Rev. B 54, 5006
(1996).

[29] E. Fradkin and S. A. Kivelson, Phys. Rev. B 59, 8065
(1999).

[30] M. P. Lilly, K. B. Cooper, J. P. Eisenstein, L. N. Pfeiffer, and
K. W. West, Phys. Rev. Lett. 82, 394 (1999).

[31] R. R. Du, D. C. Tsui, H. L. Stormer, L. N. Pfeiffer, K. W.
Baldwin, and K. W. West, Solid State Commun. 109, 389
(1999).

[32] G. Sambandamurthy, R. M. Lewis, H. Zhu, Y. P. Chen, L. W.
Engel, D. C. Tsui, L. N. Pfeiffer, and K. W. West, Phys. Rev.
Lett. 100, 256801 (2008).

[33] M. E. Msall and W. Dietsche, New J. Phys. 17, 043042 (2015).
[34] W. Pan, A. Serafin, J. S. Xia, L. Yin, N. S. Sullivan, K. W.

Baldwin, K. W. West, L. N. Pfeiffer, and D. C. Tsui, Phys. Rev.
B 89, 241302 (2014).

[35] J. Pollanen, K. B. Cooper, S. Brandsen, J. P. Eisenstein, L. N.
Pfeiffer, and K. W. West, Phys. Rev. B 92, 115410 (2015).

[36] Q. Shi, M. A. Zudov, J. D. Watson, G. C. Gardner, and M. J.
Manfra, Phys. Rev. B 93, 121404 (2016).

[37] Q. Shi, M. A. Zudov, J. D. Watson, G. C. Gardner, and M. J.
Manfra, Phys. Rev. B 93, 121411 (2016).

[38] A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Ludwig,
Phys. Rev. B 78, 195125 (2008).

[39] A. Kitaev, in Advances in Theoretical Physics: Landau
Memorial Conference, edited by V. Lebedev and M. Feigel’man,
AIP Conf. Proc. Vol. 1134 (AIP, Melville, NY, 2009), p. 22.

[40] C.-K. Chiu, H. Yao, and S. Ryu, Phys. Rev. B 88, 075142 (2013).
[41] E. Ardone, P. Fendley, and E. Fradkin, Ann. Phys. 310, 493

(2004).
[42] Y. Ran and X. G. Wen, Phys. Rev. Lett. 96, 026802 (2006).
[43] A. Amaricci, J. C. Budich, M. Capone, B. Trauzettel, and G.

Sangiovanni, Phys. Rev. Lett. 114, 185701 (2015).
[44] Y. You, G. Y. Cho, and E. Fradkin, Phys. Rev. B 93, 205401

(2016).
[45] A. Mesaros, M. J. Lawler, and E.-A. Kim, Phys. Rev. B 95,

125127 (2017).

041107-4

https://doi.org/10.1103/PhysRevLett.59.1776
https://doi.org/10.1103/PhysRevLett.59.1776
https://doi.org/10.1103/PhysRevLett.59.1776
https://doi.org/10.1103/PhysRevLett.59.1776
https://doi.org/10.1103/PhysRevLett.83.3530
https://doi.org/10.1103/PhysRevLett.83.3530
https://doi.org/10.1103/PhysRevLett.83.3530
https://doi.org/10.1103/PhysRevLett.83.3530
https://doi.org/10.1103/PhysRevLett.48.1559
https://doi.org/10.1103/PhysRevLett.48.1559
https://doi.org/10.1103/PhysRevLett.48.1559
https://doi.org/10.1103/PhysRevLett.48.1559
https://doi.org/10.1016/0550-3213(91)90407-O
https://doi.org/10.1016/0550-3213(91)90407-O
https://doi.org/10.1016/0550-3213(91)90407-O
https://doi.org/10.1016/0550-3213(91)90407-O
https://doi.org/10.1103/PhysRevB.74.235319
https://doi.org/10.1103/PhysRevB.74.235319
https://doi.org/10.1103/PhysRevB.74.235319
https://doi.org/10.1103/PhysRevB.74.235319
https://doi.org/10.1103/PhysRevLett.101.016807
https://doi.org/10.1103/PhysRevLett.101.016807
https://doi.org/10.1103/PhysRevLett.101.016807
https://doi.org/10.1103/PhysRevLett.101.016807
https://doi.org/10.1103/PhysRevB.80.201303
https://doi.org/10.1103/PhysRevB.80.201303
https://doi.org/10.1103/PhysRevB.80.201303
https://doi.org/10.1103/PhysRevB.80.201303
https://doi.org/10.1103/PhysRevLett.105.096802
https://doi.org/10.1103/PhysRevLett.105.096802
https://doi.org/10.1103/PhysRevLett.105.096802
https://doi.org/10.1103/PhysRevLett.105.096802
https://doi.org/10.1103/PhysRevLett.106.116801
https://doi.org/10.1103/PhysRevLett.106.116801
https://doi.org/10.1103/PhysRevLett.106.116801
https://doi.org/10.1103/PhysRevLett.106.116801
https://doi.org/10.1103/PhysRevB.91.205404
https://doi.org/10.1103/PhysRevB.91.205404
https://doi.org/10.1103/PhysRevB.91.205404
https://doi.org/10.1103/PhysRevB.91.205404
https://doi.org/10.1103/PhysRevB.91.045115
https://doi.org/10.1103/PhysRevB.91.045115
https://doi.org/10.1103/PhysRevB.91.045115
https://doi.org/10.1103/PhysRevB.91.045115
https://doi.org/10.1103/PhysRevX.5.021004
https://doi.org/10.1103/PhysRevX.5.021004
https://doi.org/10.1103/PhysRevX.5.021004
https://doi.org/10.1103/PhysRevX.5.021004
https://doi.org/10.1103/PhysRevLett.99.236806
https://doi.org/10.1103/PhysRevLett.99.236806
https://doi.org/10.1103/PhysRevLett.99.236806
https://doi.org/10.1103/PhysRevLett.99.236806
https://doi.org/10.1103/PhysRevLett.99.236807
https://doi.org/10.1103/PhysRevLett.99.236807
https://doi.org/10.1103/PhysRevLett.99.236807
https://doi.org/10.1103/PhysRevLett.99.236807
https://doi.org/10.1103/PhysRevB.91.195119
https://doi.org/10.1103/PhysRevB.91.195119
https://doi.org/10.1103/PhysRevB.91.195119
https://doi.org/10.1103/PhysRevB.91.195119
https://doi.org/10.1103/PhysRevB.93.201303
https://doi.org/10.1103/PhysRevB.93.201303
https://doi.org/10.1103/PhysRevB.93.201303
https://doi.org/10.1103/PhysRevB.93.201303
https://doi.org/10.1103/PhysRevLett.63.199
https://doi.org/10.1103/PhysRevLett.63.199
https://doi.org/10.1103/PhysRevLett.63.199
https://doi.org/10.1103/PhysRevLett.63.199
https://doi.org/10.1103/PhysRevB.47.7312
https://doi.org/10.1103/PhysRevB.47.7312
https://doi.org/10.1103/PhysRevB.47.7312
https://doi.org/10.1103/PhysRevB.47.7312
https://doi.org/10.1103/PhysRevLett.66.3205
https://doi.org/10.1103/PhysRevLett.66.3205
https://doi.org/10.1103/PhysRevLett.66.3205
https://doi.org/10.1103/PhysRevLett.66.3205
https://doi.org/10.1103/PhysRevB.61.10267
https://doi.org/10.1103/PhysRevB.61.10267
https://doi.org/10.1103/PhysRevB.61.10267
https://doi.org/10.1103/PhysRevB.61.10267
https://doi.org/10.1038/35022524
https://doi.org/10.1038/35022524
https://doi.org/10.1038/35022524
https://doi.org/10.1038/35022524
https://doi.org/10.1103/PhysRevLett.84.4685
https://doi.org/10.1103/PhysRevLett.84.4685
https://doi.org/10.1103/PhysRevLett.84.4685
https://doi.org/10.1103/PhysRevLett.84.4685
https://doi.org/10.1103/PhysRevB.82.201303
https://doi.org/10.1103/PhysRevB.82.201303
https://doi.org/10.1103/PhysRevB.82.201303
https://doi.org/10.1103/PhysRevB.82.201303
https://doi.org/10.1103/PhysRevLett.106.236801
https://doi.org/10.1103/PhysRevLett.106.236801
https://doi.org/10.1103/PhysRevLett.106.236801
https://doi.org/10.1103/PhysRevLett.106.236801
https://doi.org/10.1038/nphys3523
https://doi.org/10.1038/nphys3523
https://doi.org/10.1038/nphys3523
https://doi.org/10.1038/nphys3523
https://doi.org/10.1103/PhysRevLett.76.499
https://doi.org/10.1103/PhysRevLett.76.499
https://doi.org/10.1103/PhysRevLett.76.499
https://doi.org/10.1103/PhysRevLett.76.499
https://doi.org/10.1103/PhysRevB.54.5006
https://doi.org/10.1103/PhysRevB.54.5006
https://doi.org/10.1103/PhysRevB.54.5006
https://doi.org/10.1103/PhysRevB.54.5006
https://doi.org/10.1103/PhysRevB.59.8065
https://doi.org/10.1103/PhysRevB.59.8065
https://doi.org/10.1103/PhysRevB.59.8065
https://doi.org/10.1103/PhysRevB.59.8065
https://doi.org/10.1103/PhysRevLett.82.394
https://doi.org/10.1103/PhysRevLett.82.394
https://doi.org/10.1103/PhysRevLett.82.394
https://doi.org/10.1103/PhysRevLett.82.394
https://doi.org/10.1016/S0038-1098(98)00578-X
https://doi.org/10.1016/S0038-1098(98)00578-X
https://doi.org/10.1016/S0038-1098(98)00578-X
https://doi.org/10.1016/S0038-1098(98)00578-X
https://doi.org/10.1103/PhysRevLett.100.256801
https://doi.org/10.1103/PhysRevLett.100.256801
https://doi.org/10.1103/PhysRevLett.100.256801
https://doi.org/10.1103/PhysRevLett.100.256801
https://doi.org/10.1088/1367-2630/17/4/043042
https://doi.org/10.1088/1367-2630/17/4/043042
https://doi.org/10.1088/1367-2630/17/4/043042
https://doi.org/10.1088/1367-2630/17/4/043042
https://doi.org/10.1103/PhysRevB.89.241302
https://doi.org/10.1103/PhysRevB.89.241302
https://doi.org/10.1103/PhysRevB.89.241302
https://doi.org/10.1103/PhysRevB.89.241302
https://doi.org/10.1103/PhysRevB.92.115410
https://doi.org/10.1103/PhysRevB.92.115410
https://doi.org/10.1103/PhysRevB.92.115410
https://doi.org/10.1103/PhysRevB.92.115410
https://doi.org/10.1103/PhysRevB.93.121404
https://doi.org/10.1103/PhysRevB.93.121404
https://doi.org/10.1103/PhysRevB.93.121404
https://doi.org/10.1103/PhysRevB.93.121404
https://doi.org/10.1103/PhysRevB.93.121411
https://doi.org/10.1103/PhysRevB.93.121411
https://doi.org/10.1103/PhysRevB.93.121411
https://doi.org/10.1103/PhysRevB.93.121411
https://doi.org/10.1103/PhysRevB.78.195125
https://doi.org/10.1103/PhysRevB.78.195125
https://doi.org/10.1103/PhysRevB.78.195125
https://doi.org/10.1103/PhysRevB.78.195125
https://doi.org/10.1103/PhysRevB.88.075142
https://doi.org/10.1103/PhysRevB.88.075142
https://doi.org/10.1103/PhysRevB.88.075142
https://doi.org/10.1103/PhysRevB.88.075142
https://doi.org/10.1016/j.aop.2004.01.004
https://doi.org/10.1016/j.aop.2004.01.004
https://doi.org/10.1016/j.aop.2004.01.004
https://doi.org/10.1016/j.aop.2004.01.004
https://doi.org/10.1103/PhysRevLett.96.026802
https://doi.org/10.1103/PhysRevLett.96.026802
https://doi.org/10.1103/PhysRevLett.96.026802
https://doi.org/10.1103/PhysRevLett.96.026802
https://doi.org/10.1103/PhysRevLett.114.185701
https://doi.org/10.1103/PhysRevLett.114.185701
https://doi.org/10.1103/PhysRevLett.114.185701
https://doi.org/10.1103/PhysRevLett.114.185701
https://doi.org/10.1103/PhysRevB.93.205401
https://doi.org/10.1103/PhysRevB.93.205401
https://doi.org/10.1103/PhysRevB.93.205401
https://doi.org/10.1103/PhysRevB.93.205401
https://doi.org/10.1103/PhysRevB.95.125127
https://doi.org/10.1103/PhysRevB.95.125127
https://doi.org/10.1103/PhysRevB.95.125127
https://doi.org/10.1103/PhysRevB.95.125127


RAPID COMMUNICATIONS

ONSET OF QUANTUM CRITICALITY IN THE . . . PHYSICAL REVIEW B 96, 041107(R) (2017)

[46] Z. Zhu, I. Sodemann, D. N. Sheng, and L. Fu, Phys. Rev. B 95,
201116 (2017).

[47] N. Deng, J. D. Watson, L. P. Rokhinson, M. J. Manfra, and G. A.
Csáthy, Phys. Rev. B 86, 201301 (2012).

[48] M. J. Manfra, Annu. Rev. Condens. Matter Phys. 5, 347 (2014).
[49] easyLab Technologies Ltd., model Pcell 30.
[50] See Supplemental Material at http://link.aps.org/supplemental/

10.1103/PhysRevB.96.041107 for brief description of pressure-
dependent sample parameters and details of the pressure cell
setup.

[51] D. K. Maude and J. C. Portal, in High Pressure in Semiconductor
Physics II, edited by T. Suski and W. Paul, Semiconductors and
Semimetals Vol. 55 (Academic, San Diego, 1998), Chap. 1.

[52] W. Pan, R. R. Du, H. L. Stormer, D. C. Tsui, L. N. Pfeiffer, K. W.
Baldwin, and K. W. West, Phys. Rev. Lett. 83, 820 (1999).

[53] M. P. Lilly, K. B. Cooper, J. P. Eisenstein, L. N. Pfeiffer, and
K. W. West, Phys. Rev. Lett. 83, 824 (1999).

[54] J. Xia, V. Cvicek, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West,
Phys. Rev. Lett. 105, 176807 (2010).

[55] B. Friess, V. Umansky, L. Tiemann, K. von Klitzing, and J. H.
Smet, Phys. Rev. Lett. 113, 076803 (2014).

[56] X. Shi, W. Pan, K. W. Baldwin, K. W. West, L. N. Pfeiffer, and
D. C. Tsui, Phys. Rev. B 91, 125308 (2015).

[57] J. Xia, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Nat. Phys.
7, 845 (2011).

[58] Y. Liu, S. Hasdemir, M. Shayegan, L. N. Pfeiffer, K. W. West,
and K. W. Baldwin, Phys. Rev. B 88, 035307 (2013).

[59] R. R. Du, H. L. Stormer, D. C. Tsui, L. N. Pfeiffer, and K. W.
West, Phys. Rev. Lett. 70, 2944 (1993).

[60] W. Pan, J. S. Xia, H. L. Stormer, D. C. Tsui, C. L. Vicente, E. D.
Adams, N. S. Sullivan, L. N. Pfeiffer, K. W. Baldwin, and K. W.
West, Phys. Rev. Lett. 95, 066808 (2005).

[61] S. Sachdev, Quantum Phase Transitions (Cambridge University
Press, Cambridge, U.K., 2011).

[62] X. Wan, Z. X. Hu, E. H. Rezayi, and K. Yang, Phys. Rev. B 77,
165316 (2008).

[63] H. Wang, D. N. Sheng, and F. D. M. Haldane, Phys. Rev. B 80,
241311 (2009).

[64] D. Yoshioka, J. Phys. Soc. Jpn. 55, 885 (1986).
[65] D. T. Son, Phys. Rev. X 5, 031027 (2015).
[66] C. Wang and T. Senthil, Phys. Rev. X 5, 041031 (2015).
[67] S. D. Geraedts, M. P. Zaletel, R. S. K. Mong, M. A. Metl-

itski, A. Vishwanath, and O. I. Motrunich, Science 352, 197
(2016).

[68] P. T. Zucker and D. E. Feldman, Phys. Rev. Lett. 117, 096802
(2016).

041107-5

https://doi.org/10.1103/PhysRevB.95.201116
https://doi.org/10.1103/PhysRevB.95.201116
https://doi.org/10.1103/PhysRevB.95.201116
https://doi.org/10.1103/PhysRevB.95.201116
https://doi.org/10.1103/PhysRevB.86.201301
https://doi.org/10.1103/PhysRevB.86.201301
https://doi.org/10.1103/PhysRevB.86.201301
https://doi.org/10.1103/PhysRevB.86.201301
https://doi.org/10.1146/annurev-conmatphys-031113-133905
https://doi.org/10.1146/annurev-conmatphys-031113-133905
https://doi.org/10.1146/annurev-conmatphys-031113-133905
https://doi.org/10.1146/annurev-conmatphys-031113-133905
http://link.aps.org/supplemental/10.1103/PhysRevB.96.041107
https://doi.org/10.1103/PhysRevLett.83.820
https://doi.org/10.1103/PhysRevLett.83.820
https://doi.org/10.1103/PhysRevLett.83.820
https://doi.org/10.1103/PhysRevLett.83.820
https://doi.org/10.1103/PhysRevLett.83.824
https://doi.org/10.1103/PhysRevLett.83.824
https://doi.org/10.1103/PhysRevLett.83.824
https://doi.org/10.1103/PhysRevLett.83.824
https://doi.org/10.1103/PhysRevLett.105.176807
https://doi.org/10.1103/PhysRevLett.105.176807
https://doi.org/10.1103/PhysRevLett.105.176807
https://doi.org/10.1103/PhysRevLett.105.176807
https://doi.org/10.1103/PhysRevLett.113.076803
https://doi.org/10.1103/PhysRevLett.113.076803
https://doi.org/10.1103/PhysRevLett.113.076803
https://doi.org/10.1103/PhysRevLett.113.076803
https://doi.org/10.1103/PhysRevB.91.125308
https://doi.org/10.1103/PhysRevB.91.125308
https://doi.org/10.1103/PhysRevB.91.125308
https://doi.org/10.1103/PhysRevB.91.125308
https://doi.org/10.1038/nphys2118
https://doi.org/10.1038/nphys2118
https://doi.org/10.1038/nphys2118
https://doi.org/10.1038/nphys2118
https://doi.org/10.1103/PhysRevB.88.035307
https://doi.org/10.1103/PhysRevB.88.035307
https://doi.org/10.1103/PhysRevB.88.035307
https://doi.org/10.1103/PhysRevB.88.035307
https://doi.org/10.1103/PhysRevLett.70.2944
https://doi.org/10.1103/PhysRevLett.70.2944
https://doi.org/10.1103/PhysRevLett.70.2944
https://doi.org/10.1103/PhysRevLett.70.2944
https://doi.org/10.1103/PhysRevLett.95.066808
https://doi.org/10.1103/PhysRevLett.95.066808
https://doi.org/10.1103/PhysRevLett.95.066808
https://doi.org/10.1103/PhysRevLett.95.066808
https://doi.org/10.1103/PhysRevB.77.165316
https://doi.org/10.1103/PhysRevB.77.165316
https://doi.org/10.1103/PhysRevB.77.165316
https://doi.org/10.1103/PhysRevB.77.165316
https://doi.org/10.1103/PhysRevB.80.241311
https://doi.org/10.1103/PhysRevB.80.241311
https://doi.org/10.1103/PhysRevB.80.241311
https://doi.org/10.1103/PhysRevB.80.241311
https://doi.org/10.1143/JPSJ.55.885
https://doi.org/10.1143/JPSJ.55.885
https://doi.org/10.1143/JPSJ.55.885
https://doi.org/10.1143/JPSJ.55.885
https://doi.org/10.1103/PhysRevX.5.031027
https://doi.org/10.1103/PhysRevX.5.031027
https://doi.org/10.1103/PhysRevX.5.031027
https://doi.org/10.1103/PhysRevX.5.031027
https://doi.org/10.1103/PhysRevX.5.041031
https://doi.org/10.1103/PhysRevX.5.041031
https://doi.org/10.1103/PhysRevX.5.041031
https://doi.org/10.1103/PhysRevX.5.041031
https://doi.org/10.1126/science.aad4302
https://doi.org/10.1126/science.aad4302
https://doi.org/10.1126/science.aad4302
https://doi.org/10.1126/science.aad4302
https://doi.org/10.1103/PhysRevLett.117.096802
https://doi.org/10.1103/PhysRevLett.117.096802
https://doi.org/10.1103/PhysRevLett.117.096802
https://doi.org/10.1103/PhysRevLett.117.096802



