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Cathodoluminescence spectroscopy is a key analysis technique in nanophotonics research and technology,
yet many aspects of its fundamental excitation mechanisms are not well understood on the single-electron and
single-photon level. Here, we determine the cathodoluminescence emission statistics of InGaN quantum wells
embedded in GaN under 6–30-keV electron excitation and find that the light emission rate varies strongly from
electron to electron. Strong photon bunching is observed for the InGaN quantum well emission at 2.77 eV due to
the generation of multiple quantum well excitations by a single primary electron. The bunching effect, measured
by the g(2)(t) autocorrelation function, decreases with increasing beam current in the range 3–350 pA. Under
pulsed excitation (p = 2–100 ns; 0.13–6 electrons per pulse), the bunching effect strongly increases. A model
based on Monte Carlo simulations is developed that assumes a fraction γ of the primary electrons generates
electron-hole pairs that create multiple photons in the quantum wells. At a fixed primary electron energy (10 keV)
the model explains all g(2) measurements for different beam currents and pulse durations using a single value
for γ = 0.5. At lower energies, when electrons cause mostly near-surface excitations, γ is reduced (γ = 0.01 at
6 keV), which is explained by the presence of a AlGaN barrier layer that inhibits carrier diffusion to the buried
quantum wells. The combination of g(2) measurements in pulsed and continuous mode with spectral analysis
provides a powerful tool to study optoelectronic properties and may find application in many other optically
active systems and devices.
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Cathodoluminescence spectroscopy (CL) is a well-known
technique for the characterization of semiconductor materi-
als [1–6]. In CL, a high-energy electron beam in a scanning
electron microscope (SEM) excites a material and generates
luminescence that is collected and analyzed. CL emission
gives valuable spatially resolved information about the band
gap [7,8], carrier generation [9], defects [10,11], diffusion and
carrier transport [12–14], recombination [15,16], and other
optoelectronic properties of semiconductors that are used,
e.g., in light-emitting diodes (LEDs) [17,18], lasers [19], solar
cells [20], and more.

Understanding the interaction of a single electron with a
semiconductor material and quantifying the resulting light
emission process is essential in order to fully exploit the
potential of CL. In semiconductors, the primary excitations
of high-energy electrons are mostly bulk plasmons [21] that
decay though an incoherent cascade creating electron-hole
pairs that can then decay by radiative emission. In this way,
depending on the sample, hundreds of photons can be created
by a single electron [22,23]. The measured CL signal is then
an average over multiple single-electron/semiconductor exci-
tation events [24]. One key question in CL SEM experiments
is whether each primary electron creates a similar number
of photons, or whether the amount of light emission varies
strongly from electron to electron. Answering this question
requires understanding of the interaction and emission process
at the single-electron and single-photon level.

Here, a time-resolved CL technique is introduced that
answers this question by investigating the bunching in the
photon statistics of CL [25] as a function of electron-beam
current using a pulsed CL geometry. Photon bunching is
the result of a strong correlation in the emission of photons
due to the fact that multiple excitations are generated by a
single electron. From the photon correlation measurements,
the fraction of electrons that create photons is identified
in a quantitative way. As a model system, we investigate
CL emission from InGaN quantum wells (QWs) embedded
in GaN [26,27]. By combining bunching measurements in
continuous and pulsed excitation modes with Monte Carlo sim-
ulations we derive a quantitative model from which the single-
electron interaction probability is deduced. In the 6–30-keV
energy range studied here, the interaction probability with the
QWs varies from 1% to 100%. From the data, we identify
the effect of a barrier layer in the semiconductor sample and
find the effective carrier diffusion length in the bottom GaN
substrate to be ∼200 nm.

InGaN multiple QW structures embedded in GaN were
grown by metalorganic chemical vapor deposition (MOCVD).
Figures 1(a) and 1(b) show a high-angle-annular dark-field
scanning transmission electron microscopy (HAADF STEM)
image taken on a cross section of the sample prepared
using focused-ion-beam (FIB) milling. The image shows 10
In0.18Ga0.82N QWs with a thickness of 2 nm spaced by
15-nm GaN layers buried under a 250-nm-thick p-doped
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FIG. 1. (a) HAADF STEM image of a cross section of the InGaN/GaN QW sample. The white box in (a) is magnified in (b). (c) Casino
simulation of the electron trajectories in the sample for a primary energy of 10 keV. (d) CL spectrum collected at 10 keV (I = 10.5 pA). The
spectral range within the dashed lines is used in the g(2) measurements. (e) CL spectra for electron energies in the range 6–30 keV. (f) Average
number of photons produced per incident electron as a function of electron energy, integrated over the spectral band indicated in (d).

GaN capping layer. The chemical composition of the sample
was analyzed using energy-dispersive x-ray spectroscopy
(EDX) [28]. In the STEM image a dark line is observed
in the capping layer 20 nm above the QWs [see Fig. 1(b)]
which corresponds to a 2-nm-thick AlGaN barrier layer
[29].

Figure 1(c) shows the overlap between the electron cascade
and the QW layers at a primary electron energy of 10 keV
calculated using Casino simulations [30]. Figure 1(d) shows
the corresponding CL spectrum at an electron current I =
10.5 pA. The data are corrected for the system response
by comparing measurements and calculations of the transi-
tion radiation spectrum of a single-crystalline Al reference
sample [28,31]. All CL experiments presented here were
conducted at room temperature. The spectrum clearly shows
the InGaN peak emission at 2.77 eV. We changed the overlap
with the QWs by varying the electron energy between 6 and
30 keV which effectively changes the depth and size of the
interaction volume [6,16,24]. The CL spectra are shown in
Fig. 1(e). For low energy (<10 keV) only the InGaN QW
emission is observed. For increasing energy the GaN band-
edge emission appears in the near UV (3.37 eV) and a broad
peak appears at 2.14 eV corresponding to the well-known
“yellow band” defect emission in the n-type GaN substrate
underneath the QWs [32]. These contributions become more
pronounced due to the increased overlap between the electron
cascade and the GaN substrate.

Figure 1(f) shows the QW emission intensity per incident
electron (integrated over the 2.5–3.1-eV range in the spectrum)
as a function of electron energy. When light is generated inside
a high-index medium a large fraction remains trapped due
to total internal reflection at the GaN/vacuum interface. To
estimate the average number of photons produced per electron
the data are corrected for the outcoupling efficiency (∼3.5%)
assuming orientation-averaged outcoupling, for a point dipole
emitter beneath the GaN surface [28]. Figure 1(f) shows that
the average number of photons generated per electron strongly
increases from 0.4 to 180 as the energy is increased from
6 to 15 keV, which we attribute to the increased overlap
of the electron cascade with the QWs and the increase in
available energy. When the energy is further increased, the
average photon generation within the filter range decreases,
as the electron cascade penetrates beyond the QW layer
stack. These data show that the electron trajectories play an
important role in determining the CL response. A key question
in order to fully understand the CL generation mechanism is
whether the average emission probability derived in Fig. 1(f)
is representative for each incoming electron or whether there
is a subset of the electrons that each generates a larger number
of photons.

To resolve this we measured the temporal distribution of
the emitted photons. Figure 2(a) shows a schematic of the
measurement technique. CL emitted from the sample is guided
to a Hanbury-Brown-Twiss interferometer composed of a
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FIG. 2. (a) Schematic of the CL g(2) measurement set-up. Inset: g(2) measurement at 10 keV (2.5 pA) showing clear bunching at 0 ns delay.
(b) g(2) measurements for different currents in the range 2.5–349 pA. The bunching effect decreases for increasing current. Inset: Amplitude
[g(2)(0) − 1] of the bunching peak as a function of beam current. BS: beam splitter; APD: avalanche photodetector.

beam splitter and two photon counting detectors [33]. This
geometry allows us to measure the autocorrelation function
g(2)(τ ) that represents the probability to observe two photons
separated in time by a delay τ . In quantum optics this technique
is well known for the characterization of single-photon
emitters which display characteristic antibunching behavior
in optical spectroscopy [34] and CL-TEM experiments [35].

Figure 2(a) shows g(2) measurements taken at low beam
current (I = 2.5 pA at 10 keV) using a short pass filter
(>2.5 eV). A clear bunching behavior is observed [g(2)(0) =
11] reflecting a high probability to detect two photons
within a short time delay. The shape of the peak can be
fitted by a double-exponential decay with a main component
corresponding to the luminescence decay of the QWs at
2.77 eV (τQW = 12 ns) and a small slower decay component
that is assigned to the emission from the tail of the yellow
band (τYB ∼ 30 ns) [28,36]. Even if the long decay seems to
agree with the lifetime found for the yellow band emission, this
long decay could also be attributed to the complex dynamics
of carrier diffusion and recombination in the InGaN/GaN
system [37,38]. However, this component only has a minor
contribution to the g(2) function and can be disregarded for the
g(2) analysis [28]. The bunching effect is the consequence of
multiple excitations by a single electron that lead to emission
of a bunch of photons within the lifetime of the emitter. This
was first demonstrated for CL excitation in a TEM [25].

Figure 2(b) shows g(2) measurements for currents in the
range 2.5–349 pA. Clearly, the bunching effect is decreasing
as the current increases. This is further illustrated by the
inset which shows the peak amplitude [g(2)(0) − 1] as a
function of current. For high current the bunching peak
vanishes and a flat signal arises, reflecting the Poissonian time
distribution of the electrons in the beam [21]. Irrespective
of the current, at time delays much larger than the lifetime
τQW, assuming that the carrier creation and diffusion time is
negligible compared to τQW, the correlations between QW
photons are fully determined by the Poissonian statistics of
the beam, and therefore all measurements are normalized at
g(2)(τ � 0) = 1 [28]. If incoming electrons are well separated
in time (low current) the bunching effect is clearly visible [high
g(2)(0)], while as the current increases the different photon

bunches will get closer in time and finally merge, blurring
the bunching effect in the Poissonian statistics of the electron
beam [25].

In order to investigate the efficiency of the QW excitation
by a single electron, experiments were performed using a
pulsed electron beam. An electrostatic beam blanker in the
electron microscope column [39] is used to gate the beam
(1-MHz repetition rate) while a continuous electron current
was generated from the electron cathode. In this way electron
pulses, as short as p = 1 ns, were achieved [28]. By varying
the pulse duration, the average number of electrons per pulse
is controlled. For example, by varying the pulse duration from
2 to 100 ns at I = 10.5 pA, the average number of electrons
per pulse ranges from 0.13 to 6.

Figure 3 shows g(2) measurements at 10 keV (continuous
current I = 10.5 pA) for pulse widths in the range 2–100 ns.
The bunching effect strongly increases for decreasing pulse
width. For the longest pulse (p = 100 ns, 6 electrons/pulse)
g(2)(0) is similar to the value obtained with a continuous
beam at I = 10.5 pA. For the shortest pulse (p = 2 ns,
0.13 electrons/pulse) g(2)(0) increases to 35. Contrary to the
continuous beam g(2) measurement, the pulsed g(2) function
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FIG. 3. g(2) measurements at 10 keV (continuous current I =
10.5 pA) for different pulse widths (p = 2 − 100 ns), corresponding
to a different average number of electrons per pulse (indicated in the
figure). The bunching effect clearly increases when the number of
electrons per pulse is decreasing. Note the different vertical scales on
either side of the figure. Inset: Amplitude [g(2)(0) − 1] of the bunching
peak as a function of the average number of electrons per pulse.
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goes to 0 instead of 1 outside of the pulse window except
during the time window corresponding to a subsequent pulse.
In particular, the second peak observed at 1 µs, reflects
the time between two photons created by electrons within
two consecutives pulses. It measures the probability that two
consecutive pulses contain electrons that generate CL, which is
determined by the pulse width and the Poissonian distribution
of the continuous electron beam. As this probability represents
uncorrelated events, g(2)(1 µs) serves as normalization of the
g(2) data in Fig. 3 [28]. Note that if the average number of
electrons per pulse is less than 1, the width and shape of the
peak centered around g(2)(0) will only depend on the lifetime,
as it is due to photons generated by the same electron, whereas
the width and shape of the second peak are a convolution
between the decay and the electron pulse shape.

Next, a quantitative model is derived to explain the data
of Figs. 2 and 3. A Monte Carlo based model taking
into account the electron interaction mechanisms and the
Poissonian distribution of the beam is used to calculate the
g(2)(τ ) function for a given electron-beam condition [28]. As
a starting point, we use a model previously derived for CL
excitation on ultrathin TEM membranes [25]. These TEM
experiments were performed in the weak interaction regime
(high electron energy and thin samples) where the excitation
efficiency is a simple Poissonian law given by the mean-free
path and the sample thickness. Here, each electron will be
fully stopped in the material and how this energy is distributed
determines the response.

The closer the electron-hole pairs are generated to the
QWs the higher the probability that they will excite them. The
three main parameters that determine the amplitude of g(2)

in this case are the electron current I , the QW lifetime τQW,
and the probability γ for an incoming primary electron to
excite the QWs. The current is measured using a Faraday cup
and the lifetime is derived from the g(2) function as described
above, so that the only unknown parameter is the probability
of excitation γ . Because this model is based on correlation
measurements, the result is neither sensitive to the collection
efficiency nor the radiative quantum efficiency of the QWs,
but only to the probability that excitations due to the primary
electron reach the QWs. It therefore enables the decoupling
of excitation efficiency and emission efficiency. This is not
the case for other intensity-based detection experiments such
as the one in Fig. 1(f).

Figure 4(a) shows a simulated g(2) curve (blue) for pulsed
excitation (p = 500 ps, I = 10.5 pA, τQW = 12 ns, γ = 0.5),
overlaid with the corresponding measurement (red curve). For
these parameters, the experimental and simulated curves are
very similar. The difference between the curves is ascribed to
the fact that the long decay tail assigned to the yellow band,
which is observed in the measurement, is not taken into account
in the simulation. To confirm this, the dashed gray curve in
Fig. 4(a) shows the short-lifetime component of the fit through
the experimental data: very good agreement is observed with
the simulated g(2) curve.

Figure 4(b) shows the measured and simulated g(2) ampli-
tude [g(2)(0) − 1] as a function of beam current for both con-
tinuous and pulsed configurations at 10 keV. All simulations
were performed using γ = 0.5 which fits the experimental
results best. The decreasing trend with current that is observed
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FIG. 4. (a) Experimental (red line) and simulated (blue line)
curves for g(2)(τ ) at 10 keV (I = 10.5 pA, τQW = 12 ns, and γ = 0.5).
The gray dashed line shows the short-lifetime component of the fit
through the experimental data which represents the QW emission
(τQW = 12 ns). (b) Amplitude [g(2)(0) − 1] as a function of continuous
electron current for continuous and pulsed (p = 1 ns) excitation at
10 keV. The simulations and the experiments correspond well for a
fixed excitation efficiency probability γ = 0.5.

experimentally is very well reproduced for both continuous
and pulsed measurements. The large difference in the g(2)

amplitude between pulsed and continuous excitation is also
very well reproduced by the simulations using the same value
of γ , and a value of p = 0.5 ns for the pulse width [28].
This analysis shows that 50% of the primary electrons cause
excitation of the QWs without any a priori knowledge of the
geometry of the sample.

To answer the question of whether this emission probability
is representative for each incoming electron or whether a subset
of the electrons generates a larger number of photons, the
electron energy was varied. As shown in Fig. 1(f), we can
control the emission probability from the QWs by varying
the electron energy. Figure 5(a) represents simulated electron
trajectories inside GaN for 6, 8, and 10 keV. The position of the
QWs and the thin AlGaN barrier are indicated in the figure.
Only a selection of trajectories is shown here. Figure S11
in [28] shows a more complete overview of the number of
interactions as a function of depth. There it is visible that
a small number of interactions actually does occur below the
AlGaN layer for 6 keV [not visible in Fig. 5(a)] which explains
QW signal at that voltage. From these data it is clear that the
QW excitation probability γ increases for increasing energy,
decreasing the average time between two electrons that can
generate CL emission.

Figure 5(b) shows g(2) measurements for different electron-
beam energies in the range 6–30 keV. The bunching effect
strongly decreases as the energy increases from 6 to 15 keV.
We attribute this to the fact that for increasing energy the time
between two electrons responsible for emission decreases,
similar to the trend observed in Fig. 2(b) for increasing current.
For energies above 15 keV, no further decrease in g(2) is
observed, which we attribute to the fact that the QW interaction
probability is close to unity.

Figure 5(c) shows the simulated g(2) amplitude [g(2)(0) − 1]
(I = 10.5 pA, τQW = 12 ns) as a function of γ . The am-
plitude decreases as the fraction of electrons exciting the
QWs increases. In the limit of γ = 1, g(2) converges to the
minimum value related to the average time separation between
electrons which is determined the current (I = 10.5 pA). At
I = 10.5 pA the average time between electrons is about 15 ns,
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close to the lifetime (τQW = 12 ns) explaining why g(2)(0) ∼ 1
if all the electrons interact. The red dots in Fig. 5(c) represent
the amplitude of the g(2) peaks from Fig. 5(b): for each energy
the corresponding value of γ can now be derived; it is plotted
in Fig. 6(a). For the lowest energy (6 keV) γ = 0.01 which
means that 1% of the primary electrons interact with the QWs.
At 10 keV we find γ = 0.5, consistent with the data in Fig. 4.
For energies above 10 keV γ converges to 1, in correspondence
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function of electron energy: experiments (red dots) and simulations
(blue dots) using a diffusion model combined with Monte Carlo
simulations. (b) Simulated internal emission probability per incident
electron as a function of electron energy for three different carrier
diffusion lengths DL as indicated in the figure. The experimental
spectroscopy data from Fig. 1(f) are shown for reference (black
dashed line).

with the convergence in the g(2) measurements of Fig. 5(b) for
energies above 15 keV.

By combining the analysis shown above with the data in
Fig. 1(f), which shows the number of photons generated per
incident electron, we can now derive the number of photons
per electron interacting with the QWs. For example, at 6 keV
only 1% of the electrons interact (γ = 0.01) but an average
of 0.4 photons/electron are emitted [see Fig. 1(f)], therefore
each primary electron that interacts produces 40 photons on
average. Similarly, at 10 keV (where γ = 0.5), each primary
electron that interacts produces 120 photons on average. In
order to explain the large variation in photon generation rate for
each incident electron a model combining electron trajectory
simulations (Casino [30]) and a carrier diffusion model is
developed [28]. In the model, it is assumed that carriers
between the surface and the AlGaN barrier cannot reach
the QWs, while carriers produced below the barrier within
a certain diffusion length from the QWs (DL) can excite them.

The simulated data are shown in Fig. 6(a) and match
very well with the experiment. At low energy most of the
interactions occur above the barrier layer and only a very
small fraction is exciting the QWs (γ < 0.1). As the energy is
increased more interactions occur below the barrier, resulting
in an increase of the excitation rate of the QWs. At the highest
energy almost all electrons are interacting; γ converges to
1. Above 10 keV the g(2) amplitude is too small to derive
data for γ . The sensitivity could be improved by performing
experiments at lower beam current. The strong variation of γ
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with voltage observed here results from the stratified nature of
the material. It would disappear for a homogeneous medium
where the current and lifetime would be the only relevant
parameters determining γ .

Finally, using the diffusion model we can determine the
average number of photons generated per primary electron as
a function of electron energy. Figure 6(b) shows this data for
three diffusion lengths (200, 300, and 400 nm). Above 15 keV,
for the shortest diffusion length the curve decreases faster with
increasing energy due to the fact that the carriers generated
at larger depths cannot reach the QWs. The same trend is
observed in the data from Fig. 1(f), also shown in Fig. 6(b)
for reference. For these data an outcoupling efficiency of 3.5%
is assumed. Comparing the experimental data and the model,
the diffusion length is estimated to be around 200 nm. This
diffusion length is in the same order of magnitude as values re-
ported for n-doped GaN layers [40]. Differences with reported
values can be caused by a large number of parameters including
defect structure, built-in electric fields, and the presence of
charge-repelling layers such as the AlGaN, making it difficult
to model. In the Casino based approach, both the material ge-
ometry and the diffusion characteristics have to be known quite
accurately to predict the electron interaction with the material.
Although the method works rather well in this case and it
verifies our approach it is more complex and less reliable than
the g(2) CL measurements in which the interaction can be quan-
tified directly, emphasizing the importance of the g(2) analysis.

In conclusion, the cathodoluminescence emission statistics
of InGaN quantum wells embedded in GaN under 6–30-keV
electron excitation were measured. Strong photon bunching is
observed in the InGaN quantum well emission at 2.77 eV, due
to the fact that a single primary electron can excite multiple
photons. The bunching effect decreases with increasing beam
current due to the increased temporal overlap of multiple
electron excitations. For a continuous beam of I = 10.5 pA,
pulsing the electron beam (p = 2−100 ns; 0.13–6 electrons

per pulse) strongly enhances the bunching effect, in agreement
with the Poissonian electron-beam statistics. A model based
on Monte Carlo simulations is developed in which a fraction
γ of the primary electrons generates multiple photons per
electron; it explains the g(2) measurements very well. The
exciting electron fraction γ strongly increases with electron
energy due to the enhanced overlap of the electron cascades
with the quantum wells. A decreasing trend for γ is observed at
higher energy and is ascribed to the finite diffusion length for
carriers generated in the GaN substrate; the diffusion length
is estimated to be around 200 nm. The combination of g(2)

measurements in pulsed and continuous mode with CL spectral
analysis provides a powerful tool to study optoelectronic
properties of semiconductors and can find applications in many
other optically active systems and devices.
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[12] P. Corfdir, J. Ristić, P. Lefebvre, T. Zhu, D. Martin, A.
Dussaigne, J. D. Ganière, N. Grandjean, and B. Deveaud-
Plédran, Low-temperature time-resolved cathodoluminescence
study of exciton dynamics involving basal stacking faults in
a-plane GaN, Appl. Phys. Lett. 94, 201115 (2009).

[13] K. E. Blaine, D. J. Phillips, C. L. Frenzen, C. Scandrett, and
N. M. Haegel, Three-dimensional transport imaging for the
spatially resolved determination of carrier diffusion length in
bulk materials., Rev. Sci. Instrum. 83, 043702 (2012).

[14] L. Baird, C. P. Ong, R. A. Cole, N. M. Haegel, A. A. Talin,
Q. Li, and G. T. Wang, Transport imaging for contact-free
measurements of minority carrier diffusion in GaN, GaN/AlGaN
and GaN/InGaN core-shell nanowires, Appl. Phys. Lett. 98,
132104 (2011).

[15] T. Zhu, D. Gachet, F. Tang, W. Yuen Fu, F. Oehler, M. J. Kappers,
P. Dawson, C. J. Humphreys, and R. A. Oliver, Local carrier
recombination and associated dynamics in m-plane InGaN/GaN
quantum wells probed by picosecond cathodoluminescence,
Appl. Phys. Lett. 109, 232103 (2016).

[16] N. Tounsi, H. Guermazi, S. Guermazi, and B. El Jani, Cathodolu-
minescence and depth profiling studies of unintentionally doped
GaN films grown by MOVPE, Mater. Res. Express 2, 106201
(2015).

[17] J. Xu, L. Chen, Y. Lisheng, H. Liang, B. Zhang, and K. M. Lau,
Cathodoluminescence study of InGaN/GaN quantum-well LED
structures grown on a Si substrate, J. Electron. Mater. 36, 1144
(2007).

[18] M. Müller, P. Veit, F. F. Krause, T. Schimpke, S. Metzner,
F. Bertram, T. Mehrtens, K. Müller-Caspary, A. Avramescu,
M. Strassburg, A. Rosenauer, and J. Christen, Nanoscale
cathodoluminescene imaging of III-nitride-based LEDs with
semipolar quantum wells in a scanning transmission electron
microscope, Phys. Status Solidi B 253, 112 (2016).

[19] M. Walther, E. Kapon, J. Christen, D. M. Hwang, and R. Bhat,
Carrier capture and quantum confinement in GaAs/AlGaAs
quantum wire lasers grown on V-grooved substrates, Appl. Phys.
Lett. 60, 521 (1992).

[20] M. J. Romero, K. Ramanathan, M. A. Contreras, M. M.
Al-Jassim, R. Noufi, and P. Sheldon, Cathodoluminescence
of Cu(In,Ga)Se2 thin films used in high-efficency solar cells,
Appl. Phys. Lett. 83, 4770 (2003).

[21] R. F. Egerton, Electron Energy-Loss Spectroscopy in the
Electron Microscope (Springer, New York, 1996).

[22] A. Rothwarf, Plasmon theory of electron-hole pair production:
efficiency of cathode ray phosphors, J. Appl. Phys. 44, 752
(1973).

[23] J. D. Kingsley and G. W. Ludwig, The efficiency of cathode-ray
phosphors, J. Electrochem. Soc. 117, 353 (1970).

[24] B. G. Yacobi and D. B. Holt, Cathodoluminescence Microscopy
of Inorganic Solids (Springer, New York, 1990).

[25] S. Meuret, L. H. G. Tizei, T. Cazimajou, R. Bourrellier,
H. C. Chang, F. Treussart, and M. Kociak, Photon Bunch-
ing in Cathodoluminescence, Phys. Rev. Lett. 114, 197401
(2015).

[26] M. Latzel, P. Büttner, G. Sarau, K. Höflich, M. Heilmann, W.
Chen, X. Wen, G. Conibeer, and S. H. Christiansen, Significant
performance enhancement of InGaN/GaN nanorod LEDs with
multi-layer graphene transparent electrodes by alumina surface
passivation, Nanotechnology 28, 055201 (2017).

[27] W. Chen, X. Wen, M. Latzel, M. Heilmann, J. Yang, X. Dai,
S. Huang, S. Shrestha, R. Patterson, S. H. Christiansen, and
G. Conibeer, Nanoscale characterization of carrier dynamic and
surface passivation in InGaN/GaN multiple quantum wells on
GaN nanorods, ACS Appl. Mater. Interfaces 8, 31887 (2016).

[28] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.96.035308 for 1. EDX analysis; 2. detection
setup and hardware; 3. spectral data acquisition; 4. spectral
fitting; 5. g(2) simulation and analysis; 6. pulse width; 7.
casino simulations and diffusion model. Supplemental Material
includes Refs. [41–49], (online).

[29] C. Sheng Xia, Z. M. Simon Li, and Y. Sheng, On the importance
of AlGaN electron blocking layer design for GaN-based light-
emitting diodes, Appl. Phys. Lett. 103, 233505 (2013).

[30] H. Demers, N. Poirier-Demers, A. Réal Couture, D. Joly, M.
Guilman, N. De Jonge, and D. Drouin, Three-dimensional
electron microscopy simulation with the Casino Monte Carlo
software, Scanning 33, 135 (2011).

[31] B. J. M. Brenny, T. Coenen, and A. Polman, Quantifying coher-
ent and incoherent cathodoluminescence in semiconductors and
metals, J. Appl. Phys. 115, 244307 (2014).

[32] S. Ito, T. Nakagita, N. Sawaki, H. S. Ahn, M. Irie, T. Hikosaka,
Y. Honda, M. Yamaguchi, and H. Amano, Nature of yellow
luminescence band in GaN grown on Si substrate, Jpn. J. Appl.
Phys. 53, 11RC02 (2014).

[33] B. R. Hanbury and R. Q. Twiss, Correlation between photons
in two coherent beams of light, Nature (London) 178, 1046
(1956).

[34] C. Santori, M. Pelton, G. Solomon, Y. Dale, and Y. Yamamoto,
Triggered Single Photons from a Quantum Dot, Phys. Rev. Lett.
86, 1502 (2001).

[35] L. H. G. Tizei and M. Kociak, Spatially Resolved Quantum
Nano-Optics of Single Photons Using an Electron Microscope,
Phys. Rev. Lett. 110, 153604 (2013).

[36] S. Meuret, L. H. G. Tizei, T. Auzelle, R. Songmuang, B. Daudin,
B. Gayral, and M. Kociak, Lifetime measurements well below
the optical diffraction limit, ACS Photon. 3, 1157 (2016).

[37] C.-N. Brosseau, M. Perrin, C. Silva, and R. Leonelli, Carrier
recombinaison dynamics in InGaN/GaN multiple quantum
wells, Phys. Rev. B 82, 085305 (2010).

[38] A. Morel, P. Lefebvre, S. Kalliakos, T. Taliercio, T. Bretagnon,
and B. Gil, Donor-acceptor-like behavior of electron-hole pair
recombinations in low-dimensional (Ga,In)N/GaN systems,
Phys. Rev. B 68, 045331 (2003).

[39] R. J. Moerland, I. G. C. Weppelman, M. W. H. Garming, P. Kruit,
and J. P. Hoogenboom, Time-resolved cathodoluminescence
microscopy with sub-nanosecond beam blanking for direct
evaluation of the local density of states, Opt. Express 24, 24760
(2016).

035308-7

https://doi.org/10.1063/1.4890497
https://doi.org/10.1063/1.4890497
https://doi.org/10.1063/1.4890497
https://doi.org/10.1063/1.4890497
https://doi.org/10.1063/1.4868131
https://doi.org/10.1063/1.4868131
https://doi.org/10.1063/1.4868131
https://doi.org/10.1063/1.4868131
https://doi.org/10.1063/1.4959832
https://doi.org/10.1063/1.4959832
https://doi.org/10.1063/1.4959832
https://doi.org/10.1063/1.4959832
https://doi.org/10.1063/1.3142396
https://doi.org/10.1063/1.3142396
https://doi.org/10.1063/1.3142396
https://doi.org/10.1063/1.3142396
https://doi.org/10.1063/1.3698090
https://doi.org/10.1063/1.3698090
https://doi.org/10.1063/1.3698090
https://doi.org/10.1063/1.3698090
https://doi.org/10.1063/1.3573832
https://doi.org/10.1063/1.3573832
https://doi.org/10.1063/1.3573832
https://doi.org/10.1063/1.3573832
https://doi.org/10.1063/1.4971366
https://doi.org/10.1063/1.4971366
https://doi.org/10.1063/1.4971366
https://doi.org/10.1063/1.4971366
https://doi.org/10.1088/2053-1591/2/10/106201
https://doi.org/10.1088/2053-1591/2/10/106201
https://doi.org/10.1088/2053-1591/2/10/106201
https://doi.org/10.1088/2053-1591/2/10/106201
https://doi.org/10.1007/s11664-007-0193-6
https://doi.org/10.1007/s11664-007-0193-6
https://doi.org/10.1007/s11664-007-0193-6
https://doi.org/10.1007/s11664-007-0193-6
https://doi.org/10.1002/pssb.201552474
https://doi.org/10.1002/pssb.201552474
https://doi.org/10.1002/pssb.201552474
https://doi.org/10.1002/pssb.201552474
https://doi.org/10.1063/1.106595
https://doi.org/10.1063/1.106595
https://doi.org/10.1063/1.106595
https://doi.org/10.1063/1.106595
https://doi.org/10.1063/1.1631083
https://doi.org/10.1063/1.1631083
https://doi.org/10.1063/1.1631083
https://doi.org/10.1063/1.1631083
https://doi.org/10.1063/1.1662257
https://doi.org/10.1063/1.1662257
https://doi.org/10.1063/1.1662257
https://doi.org/10.1063/1.1662257
https://doi.org/10.1149/1.2407510
https://doi.org/10.1149/1.2407510
https://doi.org/10.1149/1.2407510
https://doi.org/10.1149/1.2407510
https://doi.org/10.1103/PhysRevLett.114.197401
https://doi.org/10.1103/PhysRevLett.114.197401
https://doi.org/10.1103/PhysRevLett.114.197401
https://doi.org/10.1103/PhysRevLett.114.197401
https://doi.org/10.1088/1361-6528/28/5/055201
https://doi.org/10.1088/1361-6528/28/5/055201
https://doi.org/10.1088/1361-6528/28/5/055201
https://doi.org/10.1088/1361-6528/28/5/055201
https://doi.org/10.1021/acsami.6b11675
https://doi.org/10.1021/acsami.6b11675
https://doi.org/10.1021/acsami.6b11675
https://doi.org/10.1021/acsami.6b11675
http://link.aps.org/supplemental/10.1103/PhysRevB.96.035308
https://doi.org/10.1063/1.4839417
https://doi.org/10.1063/1.4839417
https://doi.org/10.1063/1.4839417
https://doi.org/10.1063/1.4839417
https://doi.org/10.1002/sca.20262
https://doi.org/10.1002/sca.20262
https://doi.org/10.1002/sca.20262
https://doi.org/10.1002/sca.20262
https://doi.org/10.1063/1.4885426
https://doi.org/10.1063/1.4885426
https://doi.org/10.1063/1.4885426
https://doi.org/10.1063/1.4885426
https://doi.org/10.7567/JJAP.53.11RC02
https://doi.org/10.7567/JJAP.53.11RC02
https://doi.org/10.7567/JJAP.53.11RC02
https://doi.org/10.7567/JJAP.53.11RC02
https://doi.org/10.1038/1781046a0
https://doi.org/10.1038/1781046a0
https://doi.org/10.1038/1781046a0
https://doi.org/10.1038/1781046a0
https://doi.org/10.1103/PhysRevLett.86.1502
https://doi.org/10.1103/PhysRevLett.86.1502
https://doi.org/10.1103/PhysRevLett.86.1502
https://doi.org/10.1103/PhysRevLett.86.1502
https://doi.org/10.1103/PhysRevLett.110.153604
https://doi.org/10.1103/PhysRevLett.110.153604
https://doi.org/10.1103/PhysRevLett.110.153604
https://doi.org/10.1103/PhysRevLett.110.153604
https://doi.org/10.1021/acsphotonics.6b00212
https://doi.org/10.1021/acsphotonics.6b00212
https://doi.org/10.1021/acsphotonics.6b00212
https://doi.org/10.1021/acsphotonics.6b00212
https://doi.org/10.1103/PhysRevB.82.085305
https://doi.org/10.1103/PhysRevB.82.085305
https://doi.org/10.1103/PhysRevB.82.085305
https://doi.org/10.1103/PhysRevB.82.085305
https://doi.org/10.1103/PhysRevB.68.045331
https://doi.org/10.1103/PhysRevB.68.045331
https://doi.org/10.1103/PhysRevB.68.045331
https://doi.org/10.1103/PhysRevB.68.045331
https://doi.org/10.1364/OE.24.024760
https://doi.org/10.1364/OE.24.024760
https://doi.org/10.1364/OE.24.024760
https://doi.org/10.1364/OE.24.024760


SOPHIE MEURET et al. PHYSICAL REVIEW B 96, 035308 (2017)

[40] S. Hafiz, F. Zhang, M. Monavarian, V. Avrutin, H. Morkoç,
Ü. Özgür, S. Metzner, F. Bertram, J. Christen, and B. Gil,
Determination of carrier diffusion length in GaN, J. Appl. Phys.
117, 013106 (2015).

[41] F. J. García de Abajo, Optical excitations in electron microscopy,
Rev. Mod. Phys. 82, 209 (2010).

[42] C. I. Osorio, T. Coenen, B. Brenny, A. Polman, and A.
Koenderink, Angle-resolved cathodoluminescence imaging po-
larimetry, ACS Photon. 3, 147 (2016).

[43] T. Coenen and A. Polman, Polarization-sensitive cathodolumi-
nescence Fourier microscopy, Opt. Express 20, 18679 (2012).

[44] J. Sipe, New Green-function formalism for surface optics,
J. Opt. Soc. Am. B 4, 481 (1987).

[45] K. H. Drexhage, Influence of a dielectric interface on fluores-
cence decay time, J. Lumin. 1-2, 693 (1970).

[46] X. Kong, A. Bengoechea-Encabo, M. Sanchez-Garcia, E.
Calleja, and A. Trampert, Plasmon excitation in electron energy-
loss spectroscopy for determination of indium concentra-
tion in (In,Ga)N/GaN nanowires, Nanotechnology 23, 485701
(2012).

[47] B. J. M. Brenny, A. Polman, and F. J. García de Abajo,
Femtosecond plasmon and photon wave packets excited by a
high-energy electron on a metal or dielectric surface, Phys. Rev.
B 94, 155412 (2016).

[48] T. Coenen, E. J. R. Vesseur, and A. Polman, Angle resolved
cathodoluminescence imaging spectroscopy, Appl. Phys. Lett.
99, 143103 (2011).

[49] A. J. Barker and M. Llegems, Infrared lattice vibration
and free-electron dispersion in GaN, Phys. Rev. B 7, 743
(1973).

035308-8

https://doi.org/10.1063/1.4905506
https://doi.org/10.1063/1.4905506
https://doi.org/10.1063/1.4905506
https://doi.org/10.1063/1.4905506
https://doi.org/10.1103/RevModPhys.82.209
https://doi.org/10.1103/RevModPhys.82.209
https://doi.org/10.1103/RevModPhys.82.209
https://doi.org/10.1103/RevModPhys.82.209
https://doi.org/10.1021/acsphotonics.5b00596
https://doi.org/10.1021/acsphotonics.5b00596
https://doi.org/10.1021/acsphotonics.5b00596
https://doi.org/10.1021/acsphotonics.5b00596
https://doi.org/10.1364/OE.20.018679
https://doi.org/10.1364/OE.20.018679
https://doi.org/10.1364/OE.20.018679
https://doi.org/10.1364/OE.20.018679
https://doi.org/10.1364/JOSAB.4.000481
https://doi.org/10.1364/JOSAB.4.000481
https://doi.org/10.1364/JOSAB.4.000481
https://doi.org/10.1364/JOSAB.4.000481
https://doi.org/10.1016/0022-2313(70)90082-7
https://doi.org/10.1016/0022-2313(70)90082-7
https://doi.org/10.1016/0022-2313(70)90082-7
https://doi.org/10.1016/0022-2313(70)90082-7
https://doi.org/10.1088/0957-4484/23/48/485701
https://doi.org/10.1088/0957-4484/23/48/485701
https://doi.org/10.1088/0957-4484/23/48/485701
https://doi.org/10.1088/0957-4484/23/48/485701
https://doi.org/10.1103/PhysRevB.94.155412
https://doi.org/10.1103/PhysRevB.94.155412
https://doi.org/10.1103/PhysRevB.94.155412
https://doi.org/10.1103/PhysRevB.94.155412
https://doi.org/10.1063/1.3644985
https://doi.org/10.1063/1.3644985
https://doi.org/10.1063/1.3644985
https://doi.org/10.1063/1.3644985
https://doi.org/10.1103/PhysRevB.7.743
https://doi.org/10.1103/PhysRevB.7.743
https://doi.org/10.1103/PhysRevB.7.743
https://doi.org/10.1103/PhysRevB.7.743



