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Voltage-controlled magnetic anisotropy (VCMA) is an efficient way to manipulate the magnetization states in
nanomagnets and is promising for low-power spintronic applications. The underlying physical mechanism for
VCMA is known to involve a change in the d orbital occupation on the transition-metal interface atoms with an
applied electric field. However, a simple qualitative picture of how this occupation controls the magnetocrystalline
anisotropy (MCA) and even why in certain cases the MCA has the opposite sign remains elusive. In this paper,
we exploit a simple model of orbital populations to elucidate a number of features typical for the interface MCA,
and the effect of the electric field on it, for 3d transition-metal thin films used in magnetic tunnel junctions.
We find that in all considered cases, including the Fe(001) surface, clean Fe1−xCox(001)/MgO interface, and
oxidized Fe(001)/MgO interface, the effects of alloying and the electric field enhance the MCA energy with
electron depletion, which is largely explained by the occupancy of the minority-spin dxz,yz orbitals. However, the
hole-doped Fe(001) exhibits an inverse VCMA in which the MCA enhancement is achieved when electrons are
accumulated at the Fe (001)/MgO interface with the applied electric field. In this regime, we predict a significantly
enhanced VCMA that exceeds 1 pJ/Vm. Realizing this regime experimentally may be favorable for the practical
purpose of voltage-driven magnetization reversal.
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I. INTRODUCTION

Magnetocrystalline anisotropy (MCA) is one of the critical
parameters that determines the magnetization orientation,
switching dynamics, and thermal stability of magnetic media.
Ferromagnetic thin films with high magnetic anisotropy
promise an easier operation scheme and higher signal stability.
However, the larger coercivity of these materials requires high
electric currents either to generate a magnetic field or to
produce a spin-transfer torque to write the bit information,
which imposes significant limitations on their application
in portable and high-speed electronic devices. For example,
in MgO-based magnetic tunnel junctions (MTJs), which are
used in magnetic random access memories (MRAMs), current
densities as large as 106 A/cm2 are required to reverse the
magnetization of the magnetic bit by spin-transfer torque.

A possible approach to overcome this limitation is to use
an electric field, rather than an electric current, to control the
magnetization of a ferromagnet [1]. Along these lines, voltage-
controlled magnetic anisotropy (VCMA) is considered one
of the most promising approaches to dramatically reduce the
writing energy of MRAMs [2]. However, a large VCMA effect
(∼1 pJ/Vm) is required for device application to overcome
large coercivity of the ferromagnetic film, which is needed for
its thermal stability.

The effect of an electric field on the surface (interface)
magnetic anisotropy has been extensively studied both theoret-
ically [3–15] and experimentally [16–27]. Very large changes
in magnetic anisotropy (VCMA ∼ 5 pJ/Vm) were observed
due to ionic motion and chemical reactions driven by applied
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voltage [27,28]. However, ionic motion is a slow process and
can hardly be used for device applications in which ultrafast
switching of magnetization is required. However, if the VCMA
is caused purely by electronic effects, the timescale of the
VCMA would lie on subnanosecond regime desirable for
applications. It is known that VCMA in Fe(Co)/MgO-based
MTJs is largely controlled by the effect of the electric field
screening on the ferromagnetic metal surface (interface),
resulting in electron doping induced by an external electric
field [3].

The main driving mechanism for VCMA is a change in
the 3d orbital occupation on the transition-metal interface
atoms with an applied electric field. Theoretical calculations
are capable to predict reasonably well electric field-induced
changes in the surface magnetocrystalline anisotropy energy
(MAE). However, an intuitive picture for VCMA is missing,
even though such a qualitative picture would be helpful for the
experimentalists in designing materials and interface structures
with enhanced VCMA.

In this paper, we consider a simple model that allows
us to qualitatively explain the surface (interface) magnetic
anisotropy and the effect of the electric field on it for 3d

transition-metal thin films used in MTJs. We, first, provide
a qualitative picture explaining the expected changes in the
MAE as a function of band filling. Then, we perform first
principles density functional theory (DFT) calculations to
elucidate the effects of the electric field and doping on MAE
for a number of Fe-based interfaces, such as Fe(001)/vacuum,
Fe1−xCox(001)/MgO, and Fe(001)/FeO/MgO. We find that
the results of these calculations can be reliably explained
in terms of changes in the population of the minority-spin
dxz,yz orbitals and are qualitatively consistent with the simple
model. We predict a sign change and a significant enhancement
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of VCMA for the hole-doped Fe(001) interfaces, where it is
possible to achieve a record VCMA exceeding 1 pJ/Vm.

II. A SIMPLE MODEL

The microscopic origin of MCA is the relativistic spin-
orbital coupling (SOC) ξL · S, where L and S are the orbital
and spin momentum operators, respectively, and ξ is the
SOC constant. For films that are not too thick, the largest
contribution to MCA comes from surfaces or interfaces due to
the reduced symmetry. The surface (interface) MAE is known
to be sensitive to the local environment and details of the
electronic band structure.

For 3d transition-metal films, the MAE can be evaluated
using the second-order perturbation theory [29,30], which is
applicable due to the relatively small SOC constant ξ (typically
in the range of 10–100 meV per atom) compared to the band
energies, the crystal field splitting, and the exchange coupling.
We define the MAE as the energy difference between the
magnetization pointing along the x direction in the plane
of the film and the z direction perpendicular to the plane,
so that the positive MAE implies the out-of-plane easy
axis, known as perpendicular magnetic anisotropy (PMA). In
general, the expression for MAE includes both spin-diagonal
and spin-nondiagonal matrix elements of the L · S term. The
exchange splitting in our Fe-based systems is sufficiently
large, and the majority-spin band is nearly fully occupied,
as shown later in Fig. 3(a), so the dominant contribution to
the MAE can be attributed to the minority-spin states. We
neglect the contribution from spin-up occupied and spin-down
unoccupied states for the qualitative analysis carried out in this
paper. Within second-order perturbation theory, the MAE is
determined by the matrix elements of SOC between occupied
and unoccupied states:

EMCA = ξ 2

4

∑
o,u

|〈ψo|Lz|ψu〉|2 − |〈ψo|Lx |ψu〉|2
εu − εo

, (1)

where ψo and ψu are unperturbed wave functions for occupied
and unoccupied states with energies εo and εu, respectively.

For transition-metal ferromagnets, such as body-centered
cubic (bcc) Fe, the MAE is determined by the energy bands
formed from the 3d orbitals and depends on their occupations.
The crystal field of cubic symmetry splits five d orbitals into
the Eg doublet and the T2g triplet, as shown in Fig. 1(a).
At the (001) interface, the crystal field symmetry is reduced
to tetragonal, which further splits these levels: Eg into two
singlets A1(dz2 ) and B1(dx2 −y2 ) and T2g into singlet B2(dxy)
and doublet E(dxz,dyz). Figure 1(a) shows schematically the
orbital order as a function of the energy typical for the Fe/MgO
(001) interface.

The dashed red line (� = D,δ = 0) in Fig. 1(b) shows
the MAE as a function of orbital filling n in Fig. 1(a).
Here, we assume that the number of electrons n can change
continuously, reflecting a possibility of additional (noninteger)
charge resulting from alloying or the electric field. It is seen
that first, the MAE is growing (linearly) due to the population
of the dxy orbitals, resulting in a positive contribution to
MAE in Eq. (1) through the 〈dxy |Lz|dx2−y2〉 matrix element.
Then, it goes down and becomes negative due to the negative

FIG. 1. (a) Schematic of the minority 3d orbital splitting by the
crystal field of tetragonal symmetry. Broadening of the orbital levels
mimics the energy bands. The vertical black dotted lines represent the
Fermi energies of Fe, Co, and Ni. (b) MAE as a function of orbital
band filling n for different values of the T2g level splitting � and
broadening δ.

contribution from the dyz orbitals [31] through the matrix
elements 〈dyz|Lx |dz2〉 and 〈dyz|Lx |dx2−y2〉. Finally, the MAE
grows again due to filling of the Eg states, reducing the latter
contribution.

Broadening of the orbital states mimics the energy bands,
as indicated in Fig. 1(a). Here, for simplicity, we assume
a constant density of states (DOS) ρμ(ε) spread over the
energy range from −δ/2 to +δ/2 around the atomic orbital
states denoted by index μ. Taking into account that the
orbital character is preserved within each broadened level and
replacing summation over the occupied and unoccupied states
in Eq. (1) by integration, we obtain:

EMCA = ξ 2

4

∑
μ,μ′

Pμμ′

∫ εF

−∞
dε

∫ ∞

εF

dε′ ρμ(ε)ρμ′(ε′)
ε′ − ε

, (2)

where Pμμ′ = |〈μ|Lz|μ′〉|2 − |〈μ|Lx |μ′〉|2 and εF is the Fermi
energy. The result for � = D is shown in Fig. 1(b) by the
solid red line. It is seen that the broadening of the atomic
orbitals diminishes the sharp features of MAE versus band
filling but preserves its qualitative behavior. The changing sign
of �(� = −D) flips the sign of MAE around n = 6, as seen
from the blue curves in Fig. 1(b).
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In a crystalline system with translational symmetry, only
transitions between states with the same wave vector k are al-
lowed in Eq. (1), making the interpretation more complicated.
However, as we will see in Sec. IV, the qualitative features of
the VCMA are largely captured within this simple atomiclike
picture.

III. DFT CALCULATIONS

The DFT calculations are performed using the projector-
augmented wave (PAW) method [32], implemented in the
Vienna Ab initio Simulation Package (VASP) [33] within the
generalized gradient approximation (GGA) for the exchange-
correlation potential [34]. The integration method [35] with a
0.05 eV width of smearing is used, along with a plane-wave
cutoff energy of 500 eV and convergence criteria of 10−4 eV
for ionic relaxations and 10−3 meV for the total energy calcu-
lations. For all considered systems, we use the experimental in-
plane lattice constant of bcc Fe, a = 0.287 nm. The structures
are relaxed in the absence of the electric field until the largest
force becomes less than 5.0 meV/Å [36]. Summation over k
points is performed using a 24 × 24 × 1 mesh in the first
Brillouin zone, which according to our tests is sufficient to
provide calculated MAE accuracy of about 0.01 meV.

The MAE is calculated as the difference of total energies
calculated self-consistently for the magnetization pointing
along the x and z directions in the presence of SOC using
VASP [37]. The site- and orbital-projected contributions to the
MAE are obtained from the expectation values of the SOC
ESOC = 〈 h̄2

2m2c2
1
r

dV
dr

L · S〉, where V (r) is the spherical part of
the effective potential within the PAW sphere and L and S
are orbital and spin operators, respectively. These expectation
values are twice the actual values of the total energy correction
to the second order in SOC [38]. The second-order perturbation
theory is a reasonable approximation for our system, as is
evident from the good agreement (with a few percent accuracy)
between the total values of MAE obtained from the projected
data and the total energy calculations.

For the Fe(001)/MgO interface, in our calculation we use a
MgO (4 ML)/Fe (9 ML)/MgO (4 ML)/vacuum (2 nm) supercell
[Fig. 2(a)]. The electric field is introduced using the dipole
layer placed in the vacuum region of the supercell [39]. The
positive electric field is defined as pointing away from the
Fe layer to MgO. In this geometry, we can evaluate effects
of both positive and negative electric fields by performing
calculations for only one direction of the field and evaluating
the layer-resolved contribution to the MAE at the two Fe/MgO
interfaces. Typically, one or two interfacial monolayers of the
ferromagnetic metal provide the dominant contribution to the
MAE and VCMA due to short-range electrostatic screening
[Figs. 2(b) and 2(c)]. In the oxidized Fe(001)/MgO interface,
we assume an additional oxygen atom, which is placed in the
first interfacial Fe monolayer atop the interfacial Mg atom,
forming an Fe(001)/FeO/MgO interface.

Figures 3(a) and 3(b) show the orbital resolved DOS at the
interfacial Fe atom for the clean Fe(001)/MgO and oxidized
Fe(001)/FeO/MgO interfaces, respectively. In the latter case,
the interfacial Fe atom lies in the FeO plane. For the clean
Fe(001)/MgO interface, there is a pronounced peak in the DOS
of the interfacial Fe atom just above the Fermi energy. This

FIG. 2. (a) MgO/Fe/MgO supercell structure (vacuum layer is not
shown). (b) and (c) Contributions from different Fe sites (monolayers)
to MAE (b) and to the change in MAE (�MAE) in applied electric
field Evac = 2V/nm (c).

peak is associated with the interface resonant state, which is
largely composed of the dxz,yz orbitals [Fig. 3(a), bottom panel,
blue curve]. The sizable portion of the minority-spin dxy states
are occupied for the clean interface [Fig. 3(a), bottom panel,
red curve], whereas for the oxidized interface, these states are
largely unoccupied and lie in the range of energies from 1 to
3 eV above the Fermi level [Fig. 3(b), bottom panel, red curve].
These are antibonding states resulting from the hybridization
of the dxy orbitals of Fe and px,y orbitals of O in the (001) plane.

In all our calculations, we do not relax the atomic structure
in the presence of the electric field. The electric field in the
MgO layer is expected to be EMgO = Evac/ε, where ε is
the dielectric constant of MgO and Evac is the electric field
in vacuum. From our calculation, we estimate the dielectric
constant to be ε ≈ 3.3 from the calculated ratio of potential
slope between MgO and vacuum, which is less than the
experimental value of ε ≈ 9.5 due to neglect of the ionic
response of MgO in the calculation. In order to take into
account this deficiency, we plot the MAE in Fig. 4 against the
expected electric field in MgO corresponding to experimental
conditions, i.e., EMgO = Evac/9.5.

IV. IMPLICATIONS OF THE SIMPLE MODEL

Now we discuss a number of important implications that
follow from the simplistic consideration given in Sec. II by
comparing it to the results of our DFT calculations. First,
it is seen that the largest positive MAE (PMA) occurs for
n close to 6, corresponding to Fe. The large PMA does not
necessary require hybridization of Fe-dz2 and O-pz orbitals
across the Fe/MgO interface, as is often thought [40,41], and
can be explained purely based on the orbital population. In
particular, our first principles calculations predict a sufficiently
large PMA of about 0.87 mJ/m2 for the clean Fe (001) surface
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FIG. 3. Orbital resolved DOS at the interfacial Fe atom for clean
Fe(001)/MgO (a) and oxidized Fe(001)/FeO/MgO (b) interfaces.
Top and bottom panels correspond to majority- and minority-spin
contributions, respectively. Fermi energy lies at zero energy, as
indicated by the dashed line.

without MgO. Second, the MAE drops when moving from Fe
to Co in terms of the band filling, and it becomes negative
for Co. This is consistent with the results of DFT calculations
performed for the Fe1−xCox/MgO interface as a function of x

[42]. Third, since the VCMA is controlled by a change in the
3d band population produced by the applied electric field, the
slope of the curves in Fig. 1(b) determines the sign of VCMA.
It is seen that for n changing from 6 to 7 (i.e., from Fe to Co),
the slope is negative, indicating that the MAE decreases with
the addition of electrons, which is due to the population of the
dyz orbitals. This is consistent with our DFT calculation for the
Fe/MgO (001) interface, showing that the MAE increases with
the increasing electric field pointing from Fe to MgO (electron
depletion), as evident from Fig. 4(a) [43]. The increase of PMA
with electron depletion is typical for most of experiments on
Fe(Co)/MgO interfaces [17–26] and is known for the clean
Fe (001) surface [3]. The dominant contribution comes from
the dyz band, which is again consistent with the qualitative
picture presented above. Finally, it is notable from Fig. 1(b)
that reducing n below 6 leads to the decrease of MAE due to

FIG. 4. Results of DFT calculations for Fe(001)/MgO (a) and
Fe(001)/FeO/MgO (b) interfaces. MAE as a function of applied
electric field EMgO in MgO (red curves) and E field-induced changes
in the orbital contribution to MAE (green and blue curves). In the
plot, the electric field EMgO is scaled according to the experimental
dielectric constant of MgO ε = 9.5.

the reduction of the positive contribution involving transitions
from the dxy orbital. This changes the sign of VCMA and has
important implications, as discussed below.

Furthermore, this simple analysis explains a change in sign
of the MAE, when the Fe/MgO interface becomes oxidized.
Our calculations predict that the MAE alters from about
+1.67 mJ/m2 for the clean Fe/MgO interface to −1.44 mJ/m2

for the Fe(001)/FeO/MgO interface, where the first monolayer
of Fe is fully oxidized [Fig. 4(b)]. This is due to the
hybridization of the dxy orbitals of Fe and px,y orbitals of
O in the (001) plane, resulting in the formation of the bonding
and antibonding states. The minority-spin antibonding state
is largely composed of the dxy orbitals and pushed up in
energy, as seen from Fig. 3(b). This behavior is captured by our
simple model with negative �, which puts the dxz,yz doublet
at the lowest energy. In this case, for n changing from 5 to
7, the positive contribution to MAE involving the dxy orbital
is eliminated, resulting in the increasing negative contribution
coming from the population of the dxz,yz states [Fig. 1(b), blue
curves]. Moreover, this qualitative analysis predicts the VCMA
sign consistently with our DFT calculation, showing that the
MAE increases with the increasing electric field pointing from
Fe to MgO and is largely determined by the contribution
involving the dyz orbital [Fig. 4(b)].
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V. ELECTROSTATIC DOPING

Now we expand these considerations to elucidate the
effects of electrostatic and chemical doping on VCMA of
the Fe(001)/MgO interface. First, we consider the effect of
electrostatic doping, assuming an ultrathin Fe layer that is
typical for PMA experiments. A particular calculation is
performed in a symmetric geometry of the MgO (3 ML)/Fe
(3 ML)/MgO (3 ML)/vacuum (2 nm) supercell. The structure is
relaxed for the neutral system until the force on all atoms is less
than 1 meV/Å. The MAE is evaluated using the force theorem
[44]. Within this approach, first, the electronic structure is
self-consistently calculated in the absence of SOC, and then
the MAE is obtained by taking the band energy difference
for magnetization pointing along the x and z directions in the
presence of SOC.

Electrostatic doping is performed by changing the number
of valence electrons in the whole system and neutralizing
this charge by the background of the constant charge of the
opposite sign. By using this method, the excess charge density
in vacuum and MgO is redistributed in a way to deposit
most of the charge to the metal surface (interface), which
is analogous to the electric field effect. The constant charge
density background extending to the metal region produces
a chemical doping effect, in addition to electrostatic doping
through the electric field. This effect is minimized in our
calculations due to the sufficiently large supercell (3.91 nm)
compared to Fe layer thickness (0.43 nm). Due to the imposed
symmetry, the two interfaces in the supercell are exposed to
the same field. Atomic relaxations are not performed for the
charged system.

Figure 5 shows results of calculation for the excess valence
charge ne = −0.025 (the negative number corresponds to
adding holes). It is seen that the electrostatic potential in
vacuum has a parabolic shape, which is due to a constant
background charge in vacuum. The MAE and ne for the
Fe(001)/MgO interface are considered to be half of the
corresponding values for the supercell, which contains two
identical interfaces. By employing this method, we are able to

FIG. 5. Calculated electrostatic potential energy (black curve)
and excess charge distribution (green curve) across the MgO
(3 ML)/Fe (3 ML)/MgO (3 ML)/vacuum (2 nm) supercell structure
for ne = −0.025.

FIG. 6. Calculated MAE (a) and VCMA (b) as a function of
the excess number of valence electrons ne (holes for negative ne) at
the Fe(001)/MgO interface. The inset shows the MAE as a function
of the electric field in MgO. The electric field is estimated from
EMgO = ne/εε0a

2. The positive field is assumed to be pointing from
Fe to MgO and corresponds to electron depletion [45].

expose the whole system to excess charge involving both the
electric field and the electron/hole doping, in which the electric
field is modeled within the linear response regime around the
charge neutrality.

The results of the calculation are shown in Fig. 6(a),
where MAE is plotted against the excess valence charge
ne. For ne = 0, we find that MAE is about 1.57 mJ/m2. It
increases as holes are added to the system corresponding
to an increasing electric field pointing from Fe to MgO.
This behavior is consistent with previous calculations [6]
and typical for experiments [17–20]. For small values of ne,
the MAE changes linearly with ne. The slope of the curve
determines VCMA, which is shown in Fig. 6(b). Assuming
that the electric field in MgO is given by EMgO = −ne/εε0a

2,
where ε is the dielectric constant of MgO, ε0 is the vacuum
permittivity and a is the in-plane lattice parameter, we find a
VCMA of about 0.25 pJ/Vm. This value is comparable to that
in Fig. 4(a) (∼0.15 pJ/Vm). With increasing ne up to about
0.025(EMgO ≈ −0.5 V/nm) the MAE curve becomes flatter
[Fig. 4(a)], and with ne ≈ 0.03, the VCMA is reduced. Such a
nonlinear variation of MAE [Fig. 6(a), inset] has been seen in a
number of experiments [18,20]. This behavior can be attributed
to the resonant minority-spin interface state, which is well
known from spin-polarized tunneling [46]. In our calculation,
the interface state appears around 0.05 eV above the Fermi
energy and is largely composed of the dxz,yz orbitals [Fig. 3(a)].
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According to Plucinski et al. [47], this state lies in the energy
gap of the projected minority-spin bulk bands. Thus, electric
field-induced occupation of this state does not lead to a sizable
reduction in the MAE (as expected for the dyz orbital) due to
the absence of the unoccupied counterpart Eg states to affect
the MAE through 〈dyz|Lx |dz2〉 and 〈dyz|Lx |dx2−y2〉 matrix
elements. The energy position of the resonant state is sensitive
both to the approximations used in the calculation (within the
range ∼0.1 eV) and to the structural defects in grown samples,
such as oxygen vacancies and interface oxidation. This may
shift the flat region in the MAE curve [Fig. 6(a), inset] closer
to the zero field, as has been observed experimentally [18,20].

However, the most striking feature that is evident from
Fig. 6 is the maximum in MAE at ne ≈ −0.05 and a change
of VCMA sign at ne < −0.05. This behavior is consistent
with our simple analysis, according to which the inverse
VCMA occurs when n < 6 due to the reduced contribution
from the dxy orbitals [Fig. 1(b), red lines]. In this inverse
regime, the VCMA reaches a very large negative value of about
−1.1 pJ/Vm at ne = −0.075. This regime may be achieved
by charge transfer or alloying, as we discuss below. Realizing
this regime experimentally may be favorable for the practical
purpose of voltage-driven magnetization reversal.

The inverse VCMA may be achieved through the elec-
trostatic doping caused by a top metal layer covering the
PMA ferromagnet. Due to the different work functions of the
PMA ferromagnet and the adjacent metal layer, charge transfer
occurs between the layers to equalize the chemical potentials,
changing the number of valence electrons in the ferromagnetic
metal. The effect may be sizable only for ultrathin magnetic
films due to the short screening length in metals. This may
explain the results of Shiota et al. [26], who observed a change
of VCMA from normal to inverse, when the Ta underlayer
was replaced with Ru in the M/CoFeB/MgO (M = Ta,Ru)
multilayer. The work function of Ta is about 0.25 eV lower
than that of Fe, whereas the work function of Ru is 0.21 eV
higher [48]. Therefore, it is expected that Fe is electron doped
at the interface with Ta but hole doped at the interface with
Ru, which may lead to the inverse VCMA. Also, the results
of Nozaki et al. [20] demonstrate that VCMA is enhanced
up to 0.29 pJ/Vm when a subnanometer-thick layer of Fe is
interfaced with Cr. At such a small thickness, the effects of
intermixing may play a role, resulting in the hole doping of
Fe. According to Fig. 6(b), small hole doping raises VCMA up
to about 0.4 pJ/Vm (at ne = −0.04), which may be the origin
of the enhanced VCMA observed by Nozaki et al. [20]. The
effect of capping or interface layers may involve additional
effects, such as interface hybridization [7,14] and quantum
well states [12,49,50]. Here, however, we only emphasize the
importance of the charge transfer as the mechanism controlling
VCMA.

VI. CHEMICAL DOPING

Chemical doping is another way to manipulate VCMA.
Here, we consider effects of Fe alloyed with Co or Cr. Doping
with Co adds electrons to Fe, whereas doping with Cr adds
holes. This is expected to have an opposite effect on the MAE
of the Fe1−xMx/MgO (M = Co,Cr) interface, according to
the simple analysis of Fig. 1(b).

FIG. 7. MAE of the Fe1−xMx/MgO interface (M = Co,Cr)
versus a number of doped electrons ne (holes for negative ne)
calculated by the KKR-CPA method.

Calculations are performed using the full relativistic
screened Korringa-Kohn-Rostoker (KKR) method based on
DFT, where the SOC is taken into account by solving the full
relativistic Dirac equation [51]. The coherent potential approx-
imation (CPA) is utilized to describe the compositional de-
pendence of the Fe1−xMx alloys. The potentials are described
within the atomic sphere approximation (ASA). Particular cal-
culations are performed using Fe1−xMx (3 ML)/MgO (3 ML)
supercell geometry by imposing periodic boundary conditions.
A reference value of the MAE calculated by the KKR-CPA
method for the Fe/MgO interface is about 1.72 mJ/m2, which
is in good agreement with the value calculated by VASP
(1.57 mJ/m2). More details of the calculations can be found
in Ref. [42].

The results are shown in Fig. 7, where the MAE is plotted
against the number of doped electrons (holes), assuming that
ne = x for Co and ne = 1 − 2x for Cr. In agreement with the
published results [42], the MAE is decreasing when adding
electrons to Fe (FeCo/MgO). However, when Fe is doped with
holes (FeCr/MgO), the MAE is decreasing. This is consistent
with our expectation, though a simple picture of doping fails at
a very small doping level at which, according to Fig. 6, we saw
an increase of MAE in the range of ne down to −0.05. This
discrepancy indicates that doping with Cr is not the same as the
rigid decrease of the number of electrons in Fe. Nevertheless,
we see again a qualitative agreement between our simple
picture presented in Fig. 1(b) and the accurate calculation
shown in Fig. 7.

VII. SUMMARY

In conclusion, starting from a simple picture of orbital
population, we have qualitatively explained the available
results of the voltage-controlled surface (interface) mag-
netic anisotropy of 3d transition-metal thin films used in
MTJs. The results of the DFT calculations for the Fe (001)
surface, clean Fe1−xCox(001)/MgO interface, and oxidized
Fe(001)/MgO interface, involving effects of alloying and the
electric field, can be understood in terms of changes in the
population of the minority-spin dxz,yz orbitals, which enhance
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the surface MAE with electron depletion at the interface.
However, the hole-doped Fe(001) exhibits an inverse VCMA,
where the MCA enhancement is achieved when electrons are
accumulated at the Fe(001)/MgO interface. In this regime,
we predict a significantly enhanced VCMA that exceeds
1 pJ/Vm. These results may be important to find the material
structures with enhanced VCMA, which is critical for device
applications.
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