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Magnetic exchange stiffness in TM/MgO(001) [transition metal (TM) = Fe, Co, and Ni] is investigated by
means of the first-principles full-potential linearized augmented plane wave method. We find that while the
exchange stiffness constants are positive (ferromagnetic) in all considered systems, there are negative energy
orbital contributions to the exchange stiffness preferring antiferromagnetic alignment. The different contributions
can be explained simply in terms of bandwidth narrowing of the d,, band arising from an introduction of spin
canting on neighboring TM atoms along the x direction. This scenario reflects well the stability of the d bands,
especially in the cases of Fe/MgO and Co/MgO, on going from the ferromagnetic state towards the spin spiral
states, and the exchange stiffness constant may be determined by the position of the Fermi level. As for the
Ni/MgO system, we find that the exchange stiffness constant is much smaller than in the other two cases due
to the almost full occupation of the relevant d orbitals. When this mechanism which is associated with the
bandwidth narrowing is applied to investigate the effect of external field on the exchange stiffness, we find
that in both Fe/MgO and Co/MgO, the application of positive field increases the exchange stiffness due to the

modification of the TM-O atomic distance.
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I. INTRODUCTION

In the search for optimal realization for magnetic tunnel
junction devices in spintronics technology [1-4], the control
of magnetic properties via an application of electric volt-
age has received much attention for the last two decades
[5-14]. Various properties which are known to be modified
by an electric field include the magnetocrystalline anisotropy
[7,8,15], magnetic coercivity [7,16], and the Curie temperature
[5,17,18]. Other important properties, less explored in relation
to the electric field effects, are the antisymmetric exchange
(stiffness) interaction and the symmetric counterpart. The
former stiffness involves spin-orbit coupling (SOC) and is
associated with the Dzyaloshinskii-Moriya-like interaction
(DMI) preferring perpendicular spin alignments on neighbor-
ing atomic sites [19-22]. The latter one, i.e., the symmetric
exchange stiffness, is analogous to the isotropic exchange
interactions in local magnets preferring parallel or antiparallel
spin alignment. These exchange stiffnesses are technologically
important as they, in addition to the magnetocrystalline
anisotropy, may give rise to certain spin textures, such as
the skyrmions [23], and since they determine the structure
and dynamics of the homogenously magnetized regions or
the magnetic domains [24,25]. Attempts to electrically control
interfacial magnetic domain structures have just started rather
recently, and systems where such investigations have been
conducted have been rather limited to the CoFe/MgO- and
Pt/Co-based interfaces [11-14].

Recent developments in magnetic measurement techniques
[26-31] have opened the path on investigating the manip-
ulation of the domain structures. A change in the domain
structure does not straightforwardly imply modifications to
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the exchange stiffness, but it contains also the important
contribution from the magnetic anisotropy [24,25] which is
well known to be affected by external perturbations such as
applied voltage. However, very recent magneto-optical Kerr
(MOKE) spectroscopy measurements have revealed possible
modifications to the exchange stiffness in Co/Pt [13] and
MgO/CoFeB [14] interfaces. In the Co/Pt system, the change
of the domain structure size due to an applied voltage far
exceeds the expected modification due to only the anisotropy
constant [13], suggesting that a more significant contribution
comes from the exchange stiffness. The authors further
predicted that the enhancement of the latter interaction strength
is due to an increase of charge accumulation at the surface of Co
for the Co/Pt system [13]. A similar observation is reported for
the MgO/CoFeB interface, in which the increase of electron
density at the CoFeB side due to a positive gate voltage is
suggested to have increased the domain width [14]. The change
in the domain width in the latter system is again more likely
attributed to the modification of exchange stiffness. Despite
the presence of these experimental indications, theoretical
investigations of the electric field effects on the exchange
stiffness, which can be expected to reveal the origin of
the modulation, seem to date to be lacking, to the best of
our knowledge. Such analysis constitutes the purpose of the
present study.

In the present work, the mechanism of exchange stiffness
and the effects of applying electric fields to the exchange
stiffness constant are systematically investigated by first-
principles density functional theory (DFT) calculations. For
prototypical interfaces, we have chosen Fe/MgO and Co/MgO
interfaces in which the contribution of the antisymmetric
exchange stiffness or the Dzyaloshinskii-Moriya interaction
to the exchange stiffness can be safely ignored in the first
approximation, and focused more on the symmetric part. As
will be shown shortly, such approximation is not very severe
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FIG. 1. Model structure used in calculations from the side (left)
and top (right) views. In the side view, large (blue) spheres on the top
denote transition metals (TM=Fe or Co), and small (red) and large
(gray) spheres in the three bottom layers denote O and Mg atomic
species, respectively. In the top view, only the TM and top layer of
the Mg are visible, since the O atoms are situated at the bottom of the
TM atoms.

and indeed the DMI is insignificant in these interfaces. This
work is expected to shed more light on the origin of electric
field induced modifications of the domain structures in metallic
interfaces.

II. COMPUTATIONAL DETAILS

A slab consisting of a single layer of Fe or Co on top of
three MgO(001) layers, as shown in Fig. 1, is employed. All
calculations have been performed by using the generalized
gradient approximation (GGA) [32] to the DFT as imple-
mented in the full-potential linearized augmented plane wave
(FLAPW) code [33-35]. Due to the absence of periodicity
along the surface normal direction of the slab geometry, this
method allows natural inclusion of external electric field. We
apply gate voltages corresponding to the incorporation of
homogenous electric fields of +5 V/nm, and the direction
has been chosen such that positive (negative) electric field
refers to the application of positive (negative) gate voltage at
the vacuum region of the Fe or Co side. A plane-wave cutoff
|k + G| of 3.9 a.u.~! has been chosen, and suitable muffin-tin
radii of 2.2 bohrs have been used for both Fe and Co, and 2.0
and 1.4 bohrs for Mg and O, respectively. The in-plane lattice
constant a has been fixed to the optimal parameter of cubic
MgO, and the out-of-plane atomic positions are relaxed for
each of the applied fields.

In this work, to compute the exchange stiffness constants
A, we start from ferromagnetic configurations, which are
confirmed to be the ground state for all structures, in the scalar
relativistic approximation, i.e., excluding spin-orbit coupling
(SOC). Next we build a set of spin spiral structures having
wave vectors ¢ = a /X along the x direction by employing the
generalized Bloch theorem [36,37], where A is the wavelength
of the spin spiral structures. Using this notation, ¢ = 0 and
q = 0.5 would respectively describe simple ferromagnetic and
antiferromagnetic alignments. We consider sufficiently large
90 x 90 special k points in the chemical Brillouin zone for
the spiral structure calculations to reduce numerical errors.

PHYSICAL REVIEW B 96, 014425 (2017)

Finally, the frozen magnon energy, E(q), has been fitted with a
polynomial, E(q) = Cy + Coq> 4+ C4q*, where the odd terms
with respect to the g drop due to the absence of SOC [38,39].
The C; is the exchange stiffness constant, and the Cy4 is a
higher order correction to this symmetric term which is not
crucial at very small ¢g. In order to check to effect of SOC, we
have subsequently included SOC for supercells with lattice
constants corresponding to wavelengths of the commensurate
spin-spiral structures [40,41] in a non-self-consistent manner
to reduce the computational costs. A Néel out-of-plane type
rotation has been considered, in which the normal of the spin
rotation plane is perpendicular both to the direction of the spin
wave vector ¢ and to the normal to the film plane along the
z direction. Although the degeneracy of the —g and ¢ states
is lifted, showing that asymmetric DMI has been induced by
the SOC, the energetic difference between g = 0.1 states
is found to be on the order of 1072 meV, indicating the
insignificance of the DMI compared to symmetric part. We
will therefore only discuss the non-spin-orbit-related exchange
stiffness.

III. RESULTS AND DISCUSSION

We start by presenting the results of Fe/MgO at zero field.
The calculated frozen magnon energy, A E(q), defined as the
energy difference of the spin-spiral structures with g relative to
the ferromagnetic state (¢ = 0) as a function of g, is shown in
Fig. 2(a). It is obvious that a ferromagnetic state is the ground
state and that the energy dispersion around g = 0 follows
almost quadratic behavior. By fitting the A E(g) around g = 0,
i.e., with g =0, £0.02, £0.05, £0.1, and +0.2, we obtain

an exchange stiffness constant of 217.5 meV A’ A direct
comparison with exchange interaction in related systems, such
as in bulk Fe [42], is not straightforward due to the reduced
dimensionality in the present system. While our calculated
value compares very well with previously estimated exchange

stiffness in an unsupported Fe monolayer of 210 meV A’ [43],
thicker iron films have a considerably larger exchange stiffness

constant of 260 meV 10\2 [44].

We further estimate the orbital energy contributions to the
exchange stiffness in the basis of energy density AE,(q)
defined as

EF

AE(q) = / " eNa(e.q)de — / eNy(e,0)de, (1)

where N, is the density of states (DOS) projected to the Fe
d, m=dp, dy, d,;, dy,, and d,2_,2) orbitals. The results
are summarized in the inset of Fig. 2(a). It is interesting to
note that the exchange stiffness results from competitions
between strong ferromagnetic (positive) and antiferromagnetic
(negative) energy contributions coming from different orbitals.
Such competitions have been anticipated previously [42]. At
q = %0.1, for example, while the total exchange energy is
10.5 meV, the d,; and d,, orbitals give large positive energy
contributions of 43.9 meV and 41.4 meV, respectively. On the
other hand, the d,, orbital has a very strong antiferromagnetic
energy contribution of —66.5 meV. The d,; and d,, orbitals
are degenerate in the collinear ferromagnetic state, g = 0, that
holds fourfold symmetry. This degeneracy is then removed
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FIG. 2. Frozen magnon energies AE(g) of (a) Fe/MgO,
(b) Co/MgO, and (c) Ni/MgO in the absence of electric field
(E, = 0), plotted as a function of ¢ = a/X, with respect to the ground
ferromagnetic states (¢ = 0) as the references. Inset in each panel
shows the corresponding orbital energy contributions.

upon the presence of spin canting along the x direction.
As will be discussed shortly below, the exchange stiffness
mechanism is strongly related to this symmetry breaking.

PHYSICAL REVIEW B 96, 014425 (2017)

The contributions of the d» and d,»_,» orbitals to the
exchange stiffness are considerably less significant than the
other orbitals. Although the O p, , orbitals at the interface,
which hybridize to the Fe d,; . orbitals with the 7-type
hybridization, may give similar contributions, we confirm that
the p, gives a small ferromagnetic energy contribution of
1.1 meV atg = +£0.1 and the p, gives a slightly more negative
energy contribution of —2.8 meV. Other orbitals are also
confirmed to give less significant participation to the exchange
stiffness. We note here while these orbital energy contributions
may have a dependence on the muffin-tin radii used in the
FLAPW calculations, we find that changing the muffin-tin
radii does not significantly modify the results. For instance,
when the muffin-tin radii of Fe and O are chosen to be 2.15
and 1.35, a.u., respectively, we obtain an exchange stiffness

constant of 220 meV A’ for the Fe/MgO system at zero field.

This number is only slightly shifted from 217.5 meV Az when
the muffin-tin radii are chosen to be 2.2 and 1.4 bohrs for Fe
and O, respectively. The orbital contributions are practically
unchanged. Hence, the conclusion remains valid although
different choices of muffin-tin radii are used.

Another interesting feature is obtained by comparing the
exchange stiffness of Fe/MgO with those of Co/MgO and
Ni/MgO. The AE(qg) for Co/MgO is shown in Fig. 2(b)
together with the orbital energy contributions in the inset.
The general feature of the magnon energy is similar to
that of Fe/MgO but the energy dispersion shows a slightly
larger slope indicating a stronger exchange stiffness. Indeed,
using the polynomial fitting, we obtain an exchange stiffness

constant of 296.9 meV AZ, being larger than that of Fe/MgO
by more than 30%. The trend qualitatively follows that in
bulk of Fe and Co, inferred from the Bethe-Slater behavior
that scales with the number of valence electrons [45,46]. In
order to rule out the structural difference, where the Fe-O
atomic distance in Fe/MgO (2.17 A) is shorter than that of
Co-O in Co/MgO (2.19 A), we repeat the calculations for
Co/MgO interface using the atomic positions of Fe/MgO. As
a result, we obtain only a slightly larger exchange stiffness

constant of 304 meV A”. The small difference compared to the
computed A of Co/MgO obtained with the relaxed structure
implies the crucial role of the difference in the number of the
valence electrons between Fe/MgO and Co/MgO. An analysis
of the orbital energy contributions moreover reveals a striking
difference with that of Fe/MgO. While even in Co/MgO the
nature of exchange stiffness involves a strong competition
between ferromagnetic and antiferromagnetic contributions,
the d,, orbital gives an antiferromagnetic contribution but
the d,, prefers a ferromagnetic one, behaving oppositely to
those in Fe/MgO. Apart from the d,» orbital that participates
in a very small energy contribution, the behaviors of the other
orbitals are almost similar to those of Fe/MgO, although the
magnitudes are visibly different.

Additionally, the AE(q) of Ni/MgO shown in Fig. 2(c)
shows a smaller slope compared to those of the other two
systems. This indicates a weaker exchange stiffness, and
indeed, the constant .4 is only extracted to be 49.7 meV 1&2. On

one hand, the trend follows that of the Bethe-Slater behavior
[45,46] reaching the exchange stiffness peak at the Co system.
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FIG. 3. Band structures and densities of states (DOSs) for minority-spin states of (a) Fe/MgO and (b) Co/MgO interfaces at the absence of
applied electric field (E, = 0). The thick (black) and thin (red) lines of the band structures indicate the collinear ferromagnetic state and the
spiral state with ¢ = 0.1, respectively, while the blue crosses and green squares show the d,, and d,, bands, respectively, at the spiral state. The
shaded (gray) curves and solid (red) lines of the DOSs indicate the projected DOSs for the minority-spin states of the collinear ferromagnetic
and spiral structures with ¢ = 0.1, respectively, to the d,. and d,, orbitals of the transition metal atoms.

On the other hand, the small constant is strongly related to
the small magnetic moment of Ni, owing to the extra electron
occupying the minority state compared to that of Co. With
formally 9 electrons occupying the Ni 3d states, all d bands
are almost fully occupied, except for the d.2 orbital which does
not practically contribute to the magnetic interaction. For the
rest of the paper, therefore, we will only discuss the exchange
stiffness of Fe/MgO and Co/MgO systems.

In order to clarify the mechanism in the exchange stiffness,
we analyze the band structures and densities of states (DOSs)
of the spiral structure with ¢ = 0.1 and of the ferromagnetic
structure (¢ = 0), as displayed in Fig. 3 for the minority-spin
state while the majority-spin bands are almost fully occupied
(not shown in figure). The zero energy has been set to the Fermi
level. For the Fe/MgO, as shown in Fig. 3(a), two characteristic
features in the differences between both magnetic structures
can be discerned. First, there are band gap openings in the
spin-spiral structure, e.g., at —0.1 eV below the Fermi level at
the M point, corresponding to the bonding d,, and d, states,
and at around 0.6 eV above the Fermi level at the I point
for the antibonding d7, and dj, ones. Other splittings also
appear around the Fermi level at around the X and Y points
which behave differently. The band gap opening arises from
the breaking of the fourfold symmetry due to the introduction
of the spin-spiral rotation along the x direction. The symmetry

breaking in the spiral structure is visible from the DOS; in the
ferromagnetic state the d,, and d,, bands are degenerate, but
in the spiral structure they have different DOS. Second, the
bandwidth in the spin-spiral structure becomes narrow since
the electron hopping to neighboring atoms, where the spin-up
and -down states do not mix, is suppressed due to the spin-
spiral rotation. Such effects are more importantly pronounced
in the d,, band. In the spin-spiral structure, the degeneracy of
the bonding d,; and d, states below the Fermi level (—0.1 V)
at around the M points is lifted, where the d,, state slightly
shifts up to a higher energy compared to that of the d, state.
Additionally, along the I'-Y direction, the antibonding d7, state
at about 0.6 eV above the Fermi level shifts down to a lower
energy, as also observed in the DOS.

As schematically illustrated in Fig. 4, in the spiral structure
the bonding d,, state at around the Fermi level is pushed
up in energy but the antibonding df, state shifts down due
to the reduction of electron hopping in the spiral structure
(t;) compared to that in the ferromagnetic state (f), as
mentioned above. Indeed, the calculated occupation number in
the d,, orbital decreases by 0.009 electrons on going from the
ferromagnetic structure to the spiral structure at ¢ = 0.1. For
the d,, orbital, in contrast, the behavior is different where the
occupation number increases by 0.015 electrons. The energy
shift of the d,, state due to the spin-spiral rotation therefore
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FIG. 4. Schematic energy diagrams of the d,, and d,, states in a
collinear ferromagnetic structure (left) and a spin spiral structure
(right). A bandwidth narrowing in the d,, band arises from an
introduction of the spin spiral rotation along the x direction, where
the electron hopping to neighboring atoms is suppressed as illustrated
in the insets. The Fermi level is located above the bonding states for
Fe/MgO and below the antibonding states for Co/MgO.

transfers the electrons to the bonding d,, state so that the
dy. state is getting more occupied. The fact that the charge
transfer entering the d,, state is roughly twice compared
to that leaving the d,, state indicates that there is another
charge transfer to the d,, state. We confirm about 0.008
electrons that move from the d,, state to the d,, state. Such
charge transfer promotes the stability of the d,, state while the
other two orbitals are becoming energetically less favorable,
as demonstrated in Fig. 2(a).

In the Co/MgO, different characteristics can be observed.
Due to one more electron occupation compared to that of
the Fe/MgO, the DOS [Fig. 3(b)] shows that the Fermi
level is located around the antibonding dy, and dj, states,
as schematically shown in Fig. 4. The calculated occupatlon
numbers in the d orbitals at the ferromagnetic structures reflect
this fact: while the average occupation in the Fe d,; . is 1.18
electrons, that of the Co d, . orbitals is approximately 1.63
electrons. When the spiral structure is introduced, the band gap
opening and the bandwidth narrowing take place as in the case
of the Fe/MgO. For instance, one can see the band gap openings
in the antibonding d}, and dj, states around the Fermi level at
the I points and that in the bondlng dy; and d,; ones at around
—0.6 eV below the Fermi level at the M point. The antibonding
dy, state further shifts down while the bonding d,; state goes up
due to the reduction of the bandwidth, as illustrated in Fig. 4.
The energy shift of the d}, band around the Fermi level thus
increases the stability of the d}, antibonding state, which leads
to an electron transfer to the dj . from the d7, states. The present
calculation shows thatatg = :I:O 1, the dy; occupation of 0.006
electrons moves to the d,, orbital. This explains the exactly
opposite behaviors in the orbital energy contributions of the
dy; and d, orbitals to the exchange stiffness compared to those
of Fe/MgO, as presented in Fig. 2(b). In Ni/MgO, the changes
of d orbital occupations at the different magnetic states are
very small, confirming the weak exchange stiffness in this
system.

PHYSICAL REVIEW B 96, 014425 (2017)

TABLE I. Computed exchange stiffness constant .4 (in meV Az)
and occupation numbers § of different d orbitals at the collinear
ferromagnetic state at zero electric field. Number in parentheses are
the corresponding § at the spin spiral structure with ¢ = 0.1.

Fe/MgO Co/MgO Ni/MgO
A 217.5 296.5 49.6
d. 1.061 (1.061) 1.064 (1.064) 1.194 (1.193)
dy; 1.180 (1.171) 1.627 (1.642) 1.827 (1.827)
dy; 1.180 (1.195) 1.627 (1.621) 1.827 (1.827)
dyy 1.093 (1.085) 1.166 (1.164) 1.738 (1.737)

do_y 1.403 (1.402) 1.553 (1.549) 1.595 (1.596)

‘We note here that while the magnetic exchange stiffness can
be explained simply in terms of the population changes (charge
transfers) in the d orbitals or the orbital stabilization on going
from the ground ferromagnetic states to the spiral structures
(see Table I), this approach does not allow us to decompose
the magnetic exchange interactions between different types
of orbitals. Therefore, the nature of the exchange interactions
between different orbitals, for instance the d,, — d., orbital
exchange interaction that was shown to be ferromagnetic
in a previous work on bulk Fe due to a double-exchange
mechanism [42], cannot be discussed in more detail. Such
decomposition would require a careful analysis of the off-
diagonal elements of the density matrix, which is beyond the
scope of the present paper.

Based on the mechanism we discussed above, we proceed to
the effect of applied electric field to exchange stiffness for the
Fe/MgO and Co/MgO. The frozen magnon energy in electric
fields of =5 V/nm and the difference in the orbital energy
contributions between both fields are summarized in Fig. 5.
We find that the electric field induced atomic displacements at
the interfaces play the most important role in the modification
of the exchange stiffness for the present TM/MgO systems,
where the transition metal (TM) atoms are displaced along the
z axis by an application of electric field making a shorter/longer
distance with the interface O. The distances between TM and
O are altered, from 2.18 A in the negative electric field to
2.12 A in the positive one in the case of the Fe/MgO, and
from 2.20 A t0 2.18 A for the Co/MgO. Intuitively, the smaller
geometrical modification in the Co/MgO system compared to
that of Fe/MgO should lead to smaller electric field effects in
the former system. The estimated exchange stiffness constants

increase from 212.2 meV A’ t0 221.6 meV Ain the Fe/MgO

and from 293.6 meV A’ to 300.0 meV A’ in the Co/MgO,
on going from negative to positive electric fields. As a
direct consequence of the atomic distance modification, the
O 2p-TM 3d band hybridization can be expected to alter.
However, the most pronounced changes to the projected DOS
of the TM 3d orbitals take place in the d,2 orbital, due to the
o-type hybridization with the p, orbital of the oxygen. These
occur at the occupied majority-spin states below —1.5 eV
and the unoccupied minority-spin states above 1 eV in both
systems, not visible within the energy window shown in the
DOS in Fig. 6. Nevertheless, these modifications in the DOS
of d,> do not seem to contribute to the exchange stiffness.
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FIG. 5. Frozen magnon energies, AE(g), of (a) Fe/MgO and
(b) Co/MgO in applied electric fields (E, = +5 V/nm) as a function
of g with respect to the ground ferromagnetic states (¢ = 0) as
the references. Red circles (blue triangles) indicate the AE(q)
in the positive (negative) field, and the black squares show the
difference between positive and negative fields. Inset in each figure
shows the corresponding orbital energy contributions of d. and d,,
orbitals to the magnon energy differences, shown using triangles
and circles, respectively. Blue (solid) and red (dotted) lines in the
insets indicate each contribution in the negative and positive fields,
respectively, while the green (dot-dashed) lines indicate the difference
between the fields.

Additionally, the d.; and d,. are expected to be pushed
above in energy on going from negative to positive fields
through the atomic-distance modification. In the ferromagnetic
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FIG. 6. Densities of states (DOSs) of (a) Fe/MgO and (b)
Co/MgO interfaces upon the application of electric field (E, =
+5 V/nm). The shaded gray curves and solid red lines indicate the
projected DOS for the minority-spin states of the collinear ferromag-
netic and magnetic spiral structures with g = 0.1, respectively, to the
d.; and d, orbitals of the transition metal atoms for both applied
fields; i.e., E,(+) and E,(—) denote respectively E, = +5 V/nm and
E, =—-5V/nm.

structure, as shown in Fig. 6, the DOSs of the TM atoms
in the negative field shift down to a lower energy since the
interface TM-O distance increases, while in the positive field
these DOSs shift up to a higher energy due to the decrease
of the TM-O distance. As a result, for the Fe/MgO, since
the bonding d,, and d,, states (e.g., at the M point) in the
positive field are closer to the Fermi level compared to that in
the negative field, the orbital energy contributions are enhanced
at the positive field, as reflected in the inset of Fig. 5. In
contrast, for the Co/MgO, since the antibonding dy, and d;,
states in the negative field become closer to the Fermi level
(e.g., at the " point) than that in the negative field, the orbital
energy contributions become less intensified at the negative
field. However, these states are almost unaltered by applied
fields due to the less sensitivity in the atomic displacements,
so one can expect a less significant change in the exchange
stiffness.
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IV. CONCLUSION

Using first-principles calculations, we have investigated the
mechanism of the exchange stiffness in Fe/MgO and Co/MgO
interfaces. We demonstrate that there is a competition between
positive and negative contributions to the exchange energy
favoring the ferromagnetic and antiferromagnetic alignments,
respectively, which is determined strongly by the bandwidth
and by the position of Fermi level with respect to the d
bands. Due to the magnetic spiral structure along the x
direction, there is a significant bandwidth narrowing of the
d,, band, leading to the breaking of symmetry between the
dy; and d,; bands. In the case of Fe/MgO, the Fermi level
is situated above the bonding states of d,; and d,, bands,
and the narrowing of d,, band decreases the stability of this
band upon moving from ferromagnetic states to the spiral
structures. On the other hands, since the Fermi level of
Co/MgO is below the antibonding dy, and dj, states, the
shift of the dj, antibonding state towards a lower energy
increases the stability of this orbital, so that it eventually

PHYSICAL REVIEW B 96, 014425 (2017)

favors antiferromagnetic alignment. When an external electric
field is applied, we confirm that the modification of TM-O
atomic distances slightly modifies the positions of the bonding
and antibonding states of d., and d,. bands of Fe/MgO and
Co/MgO: the bonding states of Fe/MgO shift up closer to the
Fermi level on going from negative to positive field, while the
antibonding states are pushed down towards the Fermi level
on the negative field. The orbital contributions are therefore in
both cases enhanced on the positive field.
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