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Exchange-only singlet-only spin qubit
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We propose a feasible and scalable quantum-dot-based implementation of a singlet-only spin qubit which is
to leading order intrinsically insensitive to random effective magnetic fields set up by fluctuating nuclear spins
in the host semiconductor. Our proposal thus removes an important obstacle for further improvement of spin
qubits hosted in high-quality III-V semiconductors such as GaAs. We show how the resulting qubit could be
initialized, manipulated, and read out by electrical means only, in a way very similar to a triple-dot exchange-only
spin qubit. Due to the intrinsic elimination of the effective nuclear fields from the qubit Hamiltonian, we find
an improvement of the dephasing time T ∗

2 of several orders of magnitude as compared to similar existing spin
qubits.

DOI: 10.1103/PhysRevB.95.241303

Spin qubits in semiconductor quantum dots are one of the
more promising scalable qubit implementations put forward
so far [1]. The original proposal almost two decades ago
[2] was rapidly followed by early experimental successes,
including demonstration of the principles of qubit initial-
ization, manipulation, and readout [3,4]. At the same time,
two main challenges for further progress were identified:
(i) Single-qubit manipulation requires highly localized os-
cillating magnetic fields, which are very hard to realize in
practice. (ii) All high-quality III-V semiconductors (such as
GaAs) consist of atoms carrying nonzero nuclear spin, and
the fluctuating ensemble of nuclear spins in each quantum dot
couples to the spin of localized electrons through a hyperfine
interaction. This coupling causes spin relaxation [5] and yields
random effective local magnetic fields acting on the electron
spins, which present an important source of qubit decoherence
[6,7]. Most of the work in the field of semiconductor spin
qubits in the past decades has been aimed at overcoming these
two challenges.

One proposed way to overcome the requirement of oscillat-
ing magnetic fields is to use a material with a relatively strong
spin-orbit interaction (such as InAs), in which coherent spin
rotations could be achieved by the application of oscillating
electric fields [8–10]. A drawback is that the spin-orbit
interaction contributes to qubit relaxation [11] and also
interferes with the spin-to-charge conversion commonly used
for qubit initialization and readout [12]. Another approach is
to encode the qubit in a multielectron spin state, which enables
qubit control through (gate-tunable) exchange interactions
[13]: Using two-electron spin states in a double quantum dot,
one can define a qubit in the unpolarized singlet-triplet (S-T0)
subspace, which allows for electrical control of qubit rotations
along one axis of the Bloch sphere [14,15]; recently it was
realized that with one more quantum dot (and electron) one can
use two three-electron spin states to define a qubit that has two
such control axes [16]. The resulting triple-dot exchange-only
(XO) qubit can thus be fully operated by electrical means
only [16–18]. The downside of using exchange-operated spin
qubits is their increased sensitivity to charge noise, either
coming from environmental charge fluctuations or directly
from the gates. However, recent work indicates that symmetric
operation of such qubits could greatly reduce their sensitivity
to charge noise [19–21].

These successes thus eliminated the need for highly
localized oscillating magnetic fields, leaving the problem of
the nuclear spins as the main intrinsic obstacle for further
progress [22–25]. Common approaches to overcome this
problem include devising hyperfine-induced feedback cycles,
where driving the electronic spins out of equilibrium results in
a suppression of the fluctuations of the nuclear spin ensemble
[26–30], as well as optimizing complex echo pulsing schemes,
where the dominating frequencies in the spectrum of the
nuclear spin fluctuations are effectively filtered out [31–33],
or via a Hamiltonian parameter estimation to operate the qubit
with precise knowledge of the environment [34]. Although
some of these ideas led to significantly prolonged coherence
times, they all involve a large cost in overhead for qubit
operation. Another promising approach is to host spin qubits
in isotopically purified silicon, which can be (nearly) nuclear
spin free [35–37], but the stronger charge noise and the extra
valley degree of freedom complicate their operation.

Here, we propose a type of spin qubit that can be hosted in
GaAs-based quantum dots, but (i) is intrinsically insensitive
to the nuclear fields in the dots and (ii) can be operated
fully electrically, similar to the triple-dot XO qubit. The
idea is to encode the qubit in a singlet-only subspace, which
is known to be “decoherence free” for spin qubits (in the
sense that fluctuating Zeeman fields do not act inside the
subspace) [38,39]. It turns out that a system of four spin- 1

2
particles hosts such a subspace [40,41]: Among the 16 different
four-particle spin states there are two singlets, thus providing
a decoherence-free two-level subspace. Below, we present a
feasible implementation of a qubit in this subspace, using four
electrons in a quadruple quantum dot. We include a clearly
outlined scheme for initialization, manipulation, and readout
of this qubit, as well as an investigation of its performance
in realistic circumstances. We find that, at the price of a
slight increase in complexity beyond the triple-dot XO setup,
our qubit has superior coherence properties, extending T ∗

2
by orders of magnitude, while still having a highly scalable
design.

The qubit. We propose a setup in which four quantum
dots are arranged in a T-like geometry, as shown in Fig. 1(a),
where solid lines connect dots that are tunnel coupled. Nearby
charge sensors, indicated by “M”, can be used to monitor the
charge state (N1,N2,N3,N4) of the quadruple dot, where Ni is
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FIG. 1. (a) Schematic representation of the quadruple-dot geom-
etry. The four dots are labeled 1–4 and solid lines indicate which dots
are tunnel coupled. The dashed circles labeled “M” show suggested
positions for charge sensors. (b) Charge stability diagram in the
four-electron regime as a function of ε14 and ε23, using U = 50t ,
Uc = 15t , and ε� = 0. The red dashed line shows the tuning axis
along which the qubit is operated. (c) Spectrum of the subspace with
Sz = 0 along the red dashed line in (b), with t12 = t24 = 4

3 t23 = t .
Only the lowest part of the spectrum is shown. The red solid and
green dashed lines correspond to the two singlet states that form the
qubit. (d) Charge stability diagram as a function of ε� and ε23 with
ε14 = 0 and further the same parameters as in (b). The red dashed
line shows the path we suggest for qubit initialization.

the number of excess electrons on dot number i, as labeled in
Fig. 1 [42]. To describe this system, we use a Hubbard-like
Hamiltonian [43,44],

Ĥ =
∑

i

[
U

2
n̂i(n̂i − 1) − Vi n̂i

]
+

∑
〈i,j〉

Uc n̂i n̂j

−
∑

〈i,j〉,α

tij√
2

ĉ
†
i,αĉj,α +

∑
i,α

EZ

2
ĉ
†
i,ασ z

ααĉi,α, (1)

where n̂i = ∑
α ĉ

†
i,αĉi,α with ĉ

†
i,α the creation operator for an

electron with spin α on dot i. The first line of Eq. (1) describes
the electrostatic energy of the system: The first term accounts
for the on-site Coulomb interaction of two electrons occupying
the same dot, the second term adds a local offset of the potential
energy that can be controlled via gating, and the last term
describes the cross capacitance between neighboring dots.
To this we added (spin-conserving) tunnel couplings between
neighboring dots, characterized by coupling energies tij , and a
uniform Zeeman splitting of the electronic spin states induced
by an external magnetic field applied along the z direction,
where EZ = gμBB is the Zeeman energy, with g the effective
g factor (g ≈ −0.4 in GaAs), μB the Bohr magneton, and B

the magnitude of the applied field.

We can use the electrostatic part of Ĥ to find the
charge ground state as a function of the gate-induced off-
sets Vi . For convenience, we introduce the tuning param-
eters ε14 = (V4 − V1)/2, ε23 = (V3 − V2)/2, ε� = (−V1 +
V2 + V3 − V4)/4, and ε� = (V1 + V2 + V3 + V4)/4, where
we fix ε� = 3

4Uc. Focusing on the four-electron regime, we
show a part of the resulting charge stability diagram as a
function of ε14 and ε23 in Fig. 1(b), where we have set ε� = 0,
U = 50t , and Uc = 15t (t being our unit of energy, of the
order of the tunnel coupling energies). Our region of interest
is the “top” of the (1,1,1,1) charge region, where exchange
effects due to the vicinity of the (2,0,1,1), (1,0,2,1), and
(1,0,1,2) charge regions can be significant and are effectively
tunable through the gate potentials Vi . We note here that we
will assume throughout that the orbital level splitting on the
dots is the largest energy scale in the system (larger than U ),
so we will only include states involving double occupation
(Ni = 2) if the two electrons are in a singlet state.

We now include finite tunnel coupling energies tij and a
Zeeman energy EZ, and investigate the spectrum of Ĥ in more
detail. The red dashed line in Fig. 1(b) indicates where ε23 =
0, and along this line ε14 parametrizes a “linear tilt” of the
potential of the three dots 1, 2, and 4, equivalent to the triple-dot
detuning parameter that is used to operate the XO qubit (see
Refs. [16,23,44]). In Fig. 1(c) we plot the resulting spectrum
of the six lowest-lying states with Sz = 0 along this line, as
a function of ε14, where we have set t12 = t24 = 4

3 t23 = t and
EZ = 1.875t . In the plot we can identify one quintuplet state
|Q0〉 (gray dotted dashed), three triplet states |T1,2,3〉 (blue
dotted), and two singlets (green dashed and red solid). The
ten other spin states, having Sz = ±1, ± 2, are split off by
multiples of EZ and not shown in the plot.

The two singlets we propose to use as qubit basis states
are marked |0〉 and |1〉 in Fig. 1(c) and read to lowest (zeroth)
order in the tunnel couplings tij

|1〉 = |S14S23〉, (2)

|0〉 = 1√
3
{|S13S24〉 + |S12S34〉}, (3)

where Sij denotes a singlet pairing of the two electrons in
dots i and j . As an example, one can write explicitly |1〉 =
{|↑↑↓↓〉 − |↑↓↑↓〉 − |↓↑↓↑〉 + |↓↓↑↑〉}/2.

Close to the central point ε14 = 0, marked Q in Fig. 1(b),
exchange effects are small in t/�, where � = U − 3Uc is the
half width of the (1,1,1,1) charge region along the detuning
axis ε14, and we thus treat the tunnel couplings as perturbations.
Including only the nearby charge states (2,0,1,1), (1,0,2,1),
and (1,0,1,2), we can project Ĥ to the qubit subspace spanned
by |0〉 and |1〉, yielding to second order in the tij ,

Ĥqb = 1

4
(J12 + J24 − 2J23)σ̂ z +

√
3

4
(J12 − J24)σ̂ x, (4)

where we subtracted a constant offset. The σ̂ x,z denote Pauli
matrices, and the relative magnitudes of the exchange energies
J12 = t2

12/(� + ε14), J24 = t2
24/(� − ε14), and J23 = t2

23/�,
can be controlled by the detuning parameter ε14 (note that
we have set ε23 = 0). We make two observations: (i) The
qubit splitting at zero detuning, h̄ω0 = (t2

12 + t2
24 − 2t2

23)/2�,
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vanishes if all three tunnel couplings are equal; ideally, one
tunes t12 = t24 	= t23. (ii) The structure of this Hamiltonian is
fully equivalent to that of the triple-dot XO qubit [cf. Eq. (5) in
Ref. [44]], including its qualitative dependence on the detuning
parameter. Thus, our qubit can be operated analogously to the
XO qubit, i.e., by static pulsing [16] or resonant driving [23],
and the point Q is a sweet spot where the qubit is to lowest
order insensitive to noise in ε14.

Qubit operation. Qubit rotations are most conveniently
achieved using resonantly driven Rabi oscillations [23]. For
small detuning, |ε14| 
 �, we can expand Ĥqb to linear order
in ε14, yielding

Ĥqb = 1

2
h̄ω0σ̂

z −
√

3

2

t2ε14

�2
σ̂ x, (5)

where we used t12 = t24 = t . A harmonic modulation of the
detuning, ε14 = A cos(ωτ ), will thus induce Rabi rotations of
the qubit which will have at the resonance condition ω = ω0

a Rabi period of TRabi = 4πh̄�2/(
√

3t2A). Using again � =
5t (consistent with the realistic parameters t = 20 μeV, U =
1 meV, and Uc = 0.3 meV), a moderate driving amplitude of
A = 2.5 μeV would yield a rotation time TRabi ≈ 50 ns.

Readout of the qubit can be performed by spin-to-charge
conversion, in a similar way as in the double-dot S-T0 [14]
and triple-dot XO [16,23] qubits. The detuning ε14 is quickly
pulsed to the point marked R in Fig. 1(c), which lies in
the (1,0,1,2) charge region. There are only two accessible
(1,0,1,2) states with Sz = 0: The two electrons on dot 4 must
be in a singlet state, but the electrons on dots 1 and 3 can
form either a singlet S or unpolarized triplet T0. Only the
singlet-singlet configuration couples adiabatically to one of
the qubit states (the state |0〉). After pulsing to R, the qubit
state |0〉 will thus transition to a (1,0,1,2) charge configuration
whereas the state |1〉 remains in a spin-blockaded (1,1,1,1)
state. Subsequent charge sensing amounts to a projective
measurement of the qubit state. One requirement is that the
detuning pulse has to be fast enough so that spin-flip transitions
from |0〉 to one of the lower-lying states with Sz = 1,2,
which are crossed at ε14 ∼ EZ, are very unlikely. (Note that
exactly the same condition holds for the triple-dot XO qubit
measurement scheme, where the spin- 1

2 state connected to |0〉
crosses a spin- 3

2 state [23].)
Initialization of the qubit can be achieved in a similar way.

The simplest procedure is to pulse to a point in gate space
where there is one unique singlet-only ground state, such as the
point marked I in the (2,0,0,2) charge region [see Fig. 1(d)].
After waiting long enough, the system will have relaxed to this
ground state, and a fast pulse back to the qubit tuning Q will
yield a qubit prepared in |0〉. The path we propose for this pulse
is marked in Fig. 1(d) by a red dashed line: First, ε� is increased
until the edge of the (1,1,1,1) charge region is reached, after
which both ε� and ε23 are increased simultaneously until the
system reaches the point Q. For this pulse the same condition
holds as for the readout pulse: It should be fast enough to not
allow for spin-flip transitions into the lower-lying states with
Sz = 1,2 [45].

Decoherence. The main source of decoherence in GaAs-
based spin qubits is known to be the fluctuating bath of nuclear
spins that couples to the qubit states through a hyperfine

interaction [1,6,23]. The effect of the ensemble of ∼106

nuclear spins in each quantum dot can, to good approximation,
be modeled as a randomly and slowly fluctuating effective
magnetic field Ki acting on the electrons localized in the
dot i. The fluctuations are slow enough that the field can
be considered as static on the time scale of a single qubit
operation, but it varies randomly over the course of many
measurement cycles. The rms value of these random fields
was reported to be K = 1–3 mT in typical GaAs quantum
dots [3,23,52]. The resulting uncertainty in the qubit level
splitting translates to a decoherence time T ∗

2 of tens of ns, and
forms at present the bottleneck for further improvement of the
performance of GaAs-based spin qubits.

To understand the effect of hyperfine interaction on the
singlet-only qubit, we write the effective Hamiltonian

Ĥhf = gμB

2

∑
i,α,β

ĉ
†
i,αKi · σ αβ ĉi,β , (6)

and project this Hamiltonian to the qubit subspace,

Ĥhf,qb = 0. (7)

This confirms that, to leading order, the nuclear fields do
not affect the qubit and thus do not cause any decoherence.
The hyperfine Hamiltonian does, however, couple both qubit
states to all nine four-electron triplet states. Coupling to the
triplet states with Sz = ±1 is mediated by Kx

i and K
y

i , but
transitions to these states are strongly suppressed by the large
Zeeman energy EZ. The z components of the nuclear fields
couple |0〉 and |1〉 to |T1,2,3〉, and this coupling (i) can cause
leakage out of the qubit space, analogous to leakage to the
spin- 1

2 quadruplet state in the triple-dot XO qubit, and (ii) can
yield a higher-order shift in the qubit splitting, contributing to
qubit decoherence. Both effects are suppressed by the small
factor gμBK/J (where J is the typical energy scale of the
exchange energies Jij ), and the decoherence time resulting
from the fluctuations of the qubit splitting [53] can be estimated
as T ∗

2 ∼ h̄J/(gμBK)2. For typical parameters (J = 2 μeV
and K = 1 mT) this would present an improvement of two
orders of magnitude over other GaAs-based spin qubits, where
T ∗

2 ∼ h̄/gμBK .
To support these claims, we perform numerical simulations

of resonant driving of the qubit. We project the Hamiltonian
(1) to the 12-dimensional subspace of all (1,1,1,1), (2,0,1,1),
(1,0,2,1), and (1,0,1,2) states with Sz = 0. We diagonalize
the resulting Hamiltonian at the point Q [see Fig. 1(b)] using
the same parameters as before and specifying t = 16 μeV;
this yields all eigenstates at ε14 = 0 as well as the qubit
splitting h̄ω0. We initialize in the lowest-lying singlet state
|0〉, and then let the system evolve under the Hamiltonian
Ĥ + Ĥhf where we include resonant driving ε14 = A cos(ω0τ )
and four random nuclear fields Ki . In Fig. 2 (solid blue)
we show the resulting time-dependent probability to find the
system in |1〉, where we used A = 2.5 μeV and averaged over
2500 random nuclear field configurations with the gμBK

x,y,z

i

drawn from a normal distribution with mean zero and σ =
0.07 μeV. We observe eight Rabi oscillations in ∼450 ns
without any significant decay [54]. Of course, at longer
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FIG. 2. Solid blue: Calculated time-dependent expectation value
of |1〉〈1| after initializing in |0〉 and driving resonantly with ε14 ∝
cos(ω0τ ), averaged over 2500 random configurations of the nuclear
fields. Dashed red: Equivalent result for the triple-dot XO setup, using
the same parameters.

times eventually leakage out of the qubit space as well as
higher-order corrections due to the nuclear fields will suppress
the oscillations in 〈P1(τ )〉.

As a comparison, we also performed equivalent simulations
of resonant driving of a triple-dot XO qubit (cf. Ref. [23]),
using exactly the same parameters (basically setting t23 = 0
and adjusting ω0 to the new qubit splitting). The result is plotted
with a red dashed line in Fig. 2; in this case the hyperfine-
induced decay of 〈P1(τ )〉 is already significant in the first
few Rabi periods. The clear contrast between the two curves
illustrates the improvement presented by our quadruple-dot
XO qubit.

Relaxation. Electron-phonon coupling can contribute to
qubit relaxation, i.e., induce dissipative transitions from |1〉
to |0〉. The associated relaxation rate can be estimated using
Fermi’s golden rule, �rel = 2π

h̄

∑
f |〈f |Ĥe-ph|i〉|2δ(Ef − Ei),

where the initial state is |1〉|vac〉 (with |vac〉 denoting the
phonon vacuum) and the sum runs over all possible final states
|0〉|1k,p〉 where one phonon has been created with wave vector

k and polarization p. We use an electron-phonon Hamiltonian

Ĥe-ph =
∑
k,p

λk,pρ̂k(âk,p + â
†
−k,p), (8)

where â
†
k,p creates a phonon in mode {k,p}, ρ̂k is the Fourier

transform of the electronic density matrix, and λk,p are the
coupling parameters (see, e.g., Ref. [55]). At typical qubit
splittings the coupling to piezoelectric phonons dominates, in
which case an explicit evaluation of �rel yields to leading order
in t/� the estimate [45]

�rel ≈ t4

�4

ω3
0d

3

v3

(eh14)2

10πh̄ρv2d
, (9)

where v is the phonon velocity (for convenience now assumed
equal for all three polarizations), d the distance between
neighboring dots, h14 the piezoelectric constant, and ρ

denotes the mass density of the semiconductor (for GaAs,
v ∼ 4000 m/s, h14 ≈ 1.45 × 109 V/m, and ρ ≈ 5300 kg/m3;
see Ref. [56]). Setting d = 100 nm, this yields �rel =
ω3

0(t/�)4(3 × 10−23 Hz−2), which for � = 5t and h̄ω0 =
1.5 μeV gives �rel = 0.57 kHz.

Relaxation processes to |T3〉 require a change of the spin
state of the electrons [57] and are estimated to be smaller by a
factor ∼(gμBK/J )2. Dissipative transitions to the lower-lying
states with Sz = 1,2 require a spin flip and are suppressed by
the large Zeeman energy EZ.

Conclusions. We propose a quantum-dot-based singlet-only
spin qubit which is to leading order intrinsically insensitive to
randomly fluctuating nuclear fields. Our proposal thus removes
the main obstacle for further improvement of spin qubits
hosted in semiconductors with spinful nuclei, such as GaAs.
Its scalability, full electrical control, and large coherence
time make the singlet-only spin qubit one of unprecedented
quality.
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