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Finite-energy spin fluctuations as a pairing glue in systems with coexisting electron and hole bands
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We study, within the fluctuation-exchange approximation, the spin-fluctuation-mediated superconductivity in
Hubbard-type models possessing electron and hole bands, and compare them with a model on a square lattice
with a large Fermi surface. In the large Fermi surface model, superconductivity is more enhanced for better
nesting for a fixed band filling. By contrast, in the models with electron and hole bands, superconductivity is
optimized when the Fermi surface nesting is degraded to some extent, where finite-energy spin fluctuations
around the nesting vector develop. The difference lies in the robustness of the nesting vector, namely, in models
with electron and hole bands, the wave vector at which the spin susceptibility is maximized is fixed even when
the nesting is degraded, whereas when the Fermi surface is large, the nesting vector varies with the deformation
of the Fermi surface. We also discuss the possibility of realizing in actual materials the bilayer Hubbard model,
which is a simple model with electron and hole bands, and is expected to have a very high 7.
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I. INTRODUCTION

In the early days of the theoretical studies of the iron-based
superconductors, the nesting between electron and hole Fermi
surfaces was considered to be important for the occurrence
of superconductivity. The intraorbital repulsion U, combined
with the nesting, induces spin fluctuations, which in turn act
as a repulsive pairing interaction around the nesting vector.
A repulsive pairing interaction with a certain wave vector Q
generally tends to induce an unconventional superconducting
gap, in which the sign changes across @. In the case of the iron-
based superconductors, this mechanism leads to the so-called
s+-wave pairing state, where the gap sign is reversed between
the electron and the hole Fermi surfaces [1-6]. However,
later experiments have suggested that high 7, is attained
when the nesting is degraded, or even in the absence of the
nesting [7—13]. In a previous study, two of the present authors
pointed out that superconductivity can be enhanced even when
the nesting is not good if the magnitude of the hopping
integrals matches well the inverse Fourier transformation of
the gap function from momentum space to real space [14].
The s+-wave pairing state corresponds to a next nearest
neighbor pairing in real space, which goes hand-in-hand with
the fact that the next nearest neighbor hopping is actually the
dominant hopping in iron-based superconductors with high
T.. The importance of the real space picture implies that
the states away from the Fermi level also play an important
role, since the inverse Fourier transformation involves all the
states within the Brillouin zone including the states away
from the Fermi level. In fact, after the observation of missing
hole Fermi surface in some of the iron-based superconductors
[7-10,12,13,15], more focus has been paid on bands referred
to as the “incipient band”, which lies below, but close to the
Fermi level [1,12,16-19].

Given this background, here we analyze two Hubbard-type
models with coexisting electron and hole bands within the fluc-
tuation exchange (FLEX) approximation [20,21], and compare
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them with the single band Hubbard model with a single large
Fermi surface. We show that in models with electron and hole
bands with a fixed band filling, superconductivity is optimized
when the parameter values are such that the Fermi surface
nesting is degraded to some extent. There, the finite-energy
spin fluctuations, which originate from the states away from
the Fermi level, develop and act as an effective pairing glue.
This is in contrast to the case of the single band model, where
better nesting gives higher 7, for a fixed band filling. Owing
to this difference, in an ideal situation with electron and hole
bands, 7. can be much higher than in the case with a single
Fermi surface.

II. THE MODELS

As an actual superconductor with electron and hole bands,
we consider the iron-based superconductor. Although the
calculation results do not qualitatively depend on the material
we consider, we adopt the hydrogen doped LaFeAsO as a
typical example, whose five orbital model was constructed in
Ref. [14]. The electron doping rate taken here is 25%. As a
simpler model possessing similar kinds of disconnected Fermi
surfaces, we also consider a bilayer lattice system, where the
bonding and the antibonding bands form electron and hole
Fermi surfaces near half-filling (when the number of electrons
is close to the number of sites) [22-32]. The model and its
band structure are shown in Fig. 1. For this latter model, we
fix the band filling at n = 0.9, where n = 1 corresponds to
half-filling.

In both of these systems, the nesting of the Fermi surface
can be controlled by certain parameters for a fixed band filling.
In the iron-based superconductor, the Fe-As-Fe bond angle
a controls the nesting of the Fermi surface originating from
the d,, orbital [33,35-37]. Namely, when the bond angle is
large, the hole Fermi surface originating from the d,, orbital
around the Brillouin zone corner (;r,7) is missing, but as
the angle o becomes smaller, the Fermi surface appears and
grows larger, so that the nesting between the electron [centered
around (77,0)/(0,7)] and the hole Fermi surfaces gets better.
We refer to Fig. 1 of Ref. [14] for the variation of the Fermi
surface with the change in the bond angle. In the bilayer model,
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FIG. 1. (a) and (b) The bilayer model; (c) and (d) the single band
model on a square lattice (the large-Fermi-surface model). (a) and
(c) The lattice structure and the hoppings; (b) and (d) typical band
structure and Fermi surface.

the ratio between the intralayer and the interlayer hoppings,
t' and 4, respectively, controls the Fermi surface nesting
for non-half-filled cases. When t'/t; is reduced, the overlap
between the bonding and the antibonding bands becomes
smaller to degrade the nesting, and eventually one of the Fermi
surfaces disappears. Here ¢, is fixed at 1.4 as in Ref. [27], and
hence #,/1.4 is the unit of the energy.

As an example of systems with a large Fermi surface, we
consider a single band Hubbard model on a square lattice,
which is often considered as an effective model for the high
T, cuprates. As shown in Figs. 1(c) and 1(d), we consider
hoppings up to third nearest neighbors ¢, (fixed at —1 here, so
that |#1] is the unit of the energy), ,, and 3, with t, = —t3 for
simplicity (this relation is roughly satisfied in the cuprates).
For a fixed band filling close to half-filling, the Fermi surface
nesting becomes degraded when #,(= —13) is increased. For
the single band model, we fix the band filling at n = 0.85
(corresponds to 15% hole doping in the cuprates).

On top of these tight-binding models, we take into account
the on-site electron-electron interactions, that is, the on-
site Hubbard U for the bilayer and the large-Fermi-surface
models, and the multiorbital interactions for the iron-based
superconductor in the form

H = Z |:Z Upnipipy + Z Z U[wni;urni/,w’
nw

i nw>v oo’

=Y TS Siv+ Y Tl el
w#v n#v

in notations adopted in Ref. [33]. We apply the FLEX
approximation to obtain the renormalized Green’s function,
the spin and charge susceptibilities, which are plugged into
the Eliashberg equation to study superconductivity. The values
of the electron-electron interactions for the model of the
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iron-based superconductor are U = 1.3 eV, U’ = 2U/3, and
J=J' =U/6.U =6and U = 8§ for the large-Fermi surface
and the bilayer model, respectively, in units adopted in each
model. The temperature is 7 = 0.01 eV for the model of
the iron-based superconductor, and 7 = 0.1 and T = 0.03
for the bilayer and the large-Fermi-surface model in units
taken for each model. The number of k-point meshes is
32 x 32 for the large-Fermi-surface model, and 64 x 64 for the
iron-based superconductor and the bilayer model. The number
of Matsubara frequencies is 2048 for the large-Fermi-surface
model and the iron-based superconductor, and 4096 for the
bilayer. For the model of the iron-based superconductor, as
was done in Ref. [34], we subtract the @ = 0 component of
the self-energy for each FLEX iteration, which is considered
to be taken into account already in the first-principles band
calculation.

We focus on the imaginary part of the dynamical spin
susceptibility x(q,w), which is experimentally observed in
NMR and neutron scattering experiments as a measure for
the strength of the spin fluctuations in momentum and energy
space. x(q,w) is obtained by Padé analytical continuation of
the FLEX spin susceptibility obtained within the Matsubara
formalism. For the model of the iron-based superconductor, we
obtain the susceptibility in the orbital representation and take
the diagonal element x “***(q,iw) (u denotes the orbitals; see
Ref. [33]) with u = d,, orbital. The reason for taking only
the d,, component is because (i) our previous study [14] has
shown that superconductivity is mainly governed by the d,,
orbital for the doping rate larger than 15% (here the doping rate
is 25%), and (ii) the bond angle controls the presence/absence
of the d,, orbital portion of the Fermi surface around ()
as mentioned earlier in Sec. II. As for the bilayer model, x
is a 2 x 2 matrix [27], and we take the trace of this matrix as
x(q,iw). As a quantity that measures the strength of the spin
fluctuations, we define Im I'(w) as

Zlmx(q,a)) = Im(w). 1)
q

The dominant contribution in this summation comes from
around certain wave vectors (the nesting vector in a broad
sense of the term) Q, where Q = (m,7) for the bilayer and
large-Fermi-surface models (see Fig. 1), and Q = (,0) for
the iron-based superconductor [the nesting is between the hole
Fermi surface around (77,7) and the electron Fermi surfaces
around (7,0)/(0,7), see, e.g., Fig. 1 of Ref. [14]]. For the
model of the iron-based superconductor, we find that the
Im x[¢q =~ (0,0),w] also exhibits some bond angle dependence.
Since this is related neither to the Fermi surface nesting
nor the s=£-wave pairing glue, we restrict the summation to
the area of (1/8)? of the Brillouin zone around Q. As for
superconductivity, the Green’s function is plugged into the
linearized Eliashberg equation, whose eigenvalue A reaches
unity at 7 = T, of superconductivity. Here we calculate A at
a fixed temperature for each system to measure how close the
system is to the superconducting transition.

III. RESULTS

We start with the iron-based superconductors. In Fig. 2(a),
we plot ImI'(w) as functions of w for various hypothetical
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FIG. 2. FLEX calculation result for the five orbital model of the
iron-based superconductor. (a) Im I'%> as functions of w for various
bond angles. (b) Eigenvalue of the s superconducting state (left axis)
and Im "% (right axis) for low and high  values, plotted against the
bond angle.

values of the Fe-As-Fe bond angle. Here, the bond angle
is presented as the deviation A« (degrees) from the bond
angle of LaFeAsQg 75sHy 25 observed experimentally [14]. (The
hypothetical variation of « corresponds to substituting La
and/or As with other elements). When the bond angle is
small and hence the Fermi surface nesting is good, the spin
fluctuations around the wave vector (7,0)/(0,7) are large in
the small @ regime, but when the bond angle becomes large
and the nesting is degraded, the low-energy spin fluctuations
lose weight, and the fluctuation weight moves towards higher
energy regime. In Fig. 2(b), the eigenvalue of the Eliashberg
equation is plotted as a function of the Fe-As-Fe bond
angle, along with the value of ImI" at certain high and low
energies. As already expected from Fig. 2(a), the high- and
low-energy spin fluctuations have the opposite tendency with
respect to the Fermi surface nesting. Superconductivity is
optimized at a certain bond angle, which can be considered
as a consequence of the spin fluctuations lying in a finite
“sweet spot” energy regime for superconductivity. In other
words, superconductivity is optimized for moderate Fermi
surface nesting, and neither too good nor too ill-conditioned
nesting is favorable for superconductivity. Since A is positively
correlated with T, the present result explains the experimental
observation that there is an optimal Fe-As-Fe bond angle for
the iron-based superconductors [38]. Also, as was pointed
out by two of the present authors in Ref. [39], the above
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FIG. 3. Plots similar to Fig. 2 for the bilayer model. Here, the
parameter that controls the nesting is the intralayer hopping #'.

picture explains the experimental (NMR) observation found
in some of the iron-based superconductors that the strength
of the low-energy spin fluctuations is not positively correlated
with T, [40-42].

In Fig. 3, we present similar calculation results for the
bilayer model. When ¢’ is small so that the Fermi surface
nesting is good, the spin fluctuations have large weight in the
low-energy regime, whereas when ¢’ is large and the nesting
is degraded, the spin fluctuation weight moves towards higher
energy regime. Consequently, superconductivity is optimized
at a certain ¢ that gives moderate nesting. These results
suggest that the two models with disconnected Fermi surfaces
share a common feature: Superconductivity is optimized for
somewhat degraded Fermi surface nesting, for which the spin
fluctuations around the nesting vector have large weight in a
finite sweet spot energy regime for superconductivity [43].

We now move on to the single band model on a square
lattice, i.e., the large-Fermi-surface model, for comparison. In
this case, the spin fluctuations around the wave vector (i,7)
are monotonically reduced in the entire energy range as f,(=
—13) is increased to degrade the Fermi surface nesting, as
shown in Fig. 4(a). Consequently, the eigenvalue of the d-wave
superconductivity monotonically decreases with increasing ,
[44]. This is in sharp contrast to the cases when the Fermi
surface consists of disconnected pockets.

IV. DISCUSSION

The origin of the above results can be understood as
follows. In the case of systems with disconnected Fermi
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FIG. 4. Plots similar to Fig. 2 for the single band model on a
square lattice (the large-Fermi-surface model). Here, the parameter
that controls the nesting is the distant hoppings #, = (—13).

surfaces, the nesting vector, i.e., the wave vector where the spin
susceptibility is maximized, is basically unchanged from its
original position [(;r,7r) for the bilayer model and (77,0)/(0,7)
for the iron-based superconductor] even when the nesting
is degraded. This is because the Fermi surface is small so
that there are no other candidates for the nesting vector (to
be precise, this is not completely correct for the iron-based
superconductor; we will come back to this point later). On
the other hand, when the Fermi surface is large as in the
present single band model, there will appear other candidates
for the nesting vector when the shape of the Fermi surface is
deformed. Therefore, the weight of the spin fluctuations will
be spread and transferred to various wave vector positions.
This is unfavorable for d-wave superconductivity since its
gap function has to change its sign across the wave vector at
which the spin fluctuations are maximized; if a wave vector at
which the spin fluctuations have significant weight connects
the portion of the Fermi surface with the same sign of the
superconducting gap, that will give a negative contribution to
superconductivity.

In the case of the disconnected Fermi surfaces, the weight
of the spin fluctuations is transferred mainly in the energy
direction without basically changing the wave vector when
the nesting is degraded, so that there is a large potential of
the optimized 7, being higher than in the case with a large
Fermi surface. In fact, previous studies have shown that the
bilayer model exhibits extremely high 7. compared to the
single band Hubbard model [27,32]. This is also reproduced
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in the present study, as seen in Fig. 3(b), where the eigenvalue
of the Eliashberg equation A exceeds unity at ' = 0.85 and
T = 0.1, meaning that T, is larger than 0.1¢'. This 7, is more
than three times higher than that (~0.03¢) of the single band
model [45]. It is also worth noting that the high T in the bilayer
model is realized despite the fact that the spin fluctuations are
not so strong, as seen by comparing the absolute value of ImI"
[Fig. 3(a)] to that of the single band model [Fig. 4(a)]. This
implies that the high 7, superconductivity in the bilayer model
can take place without closely competing with magnetism,
once the appropriate parameter values are realized.

T, of the bilayer model is also much higher than that of the
model of the iron-based superconductors, although the latter
also has disconnected Fermi surfaces [45]. There are actually
two reasons for this. (i) The multiorbital nature degrades the
effect of the spin-fluctuation-mediated pairing glue; the spin
fluctuations can be most effective as a pairing glue when only
one up- and one down-spin electrons can occupy the same
site, that is, in the case of single orbital systems. (ii) When
the bond angle becomes so large that the d,, Fermi surface
around (,m) is completely lost, spin fluctuations develop
around another nesting vector (7 /2,7)/(7,w/2) between the
two electron Fermi surfaces [33,46]. Therefore, the nesting
vector is not as robust as in the bilayer model.

The bilayer model is, at present, a toy model which does
not correspond to an actual material, but the above discussion
suggests that if a corresponding material is found, it may have
T, even higher than that of the cuprate superconductors. It is
thus tempting to search for materials that actually correspond
to the present bilayer model. An important feature of this
model is that the interlayer hopping f; is moderately (about
two times) larger than the intralayer one ¢’. Hence, candidates
may be found in materials with nearly half-filled d5,> _,- orbital,
rather than the d,>_,> orbital that plays the main role in the
cuprates. As a possible candidate toward this direction, we
focus on a particular existing Ruddlesden-Poppers compound,
LasNiyO7, which has a bilayer structure of NiO, planes. The
3d7? configuration in the nickelate, rather than the 3d° in
the cuprates, makes the d3,2_,» band close to half filling.
The material is nonsuperconducting, and previous studies
have suggested that the ds,»_,» orbital is in the half-filled
Mott insulating state, while the overlapping quarterfilled
band originating from the d,>_,> orbital is metallic [47].
Nonetheless, we perform a band calculation [48] to see whether
a band structure similar to that of the bilayer model could
emerge, were it not for the Mott insulating state. We carry out
the band calculation using the WIEN2K package [50], assuming
anideal, undistorted lattice structure and a paramagnetic phase,
and adopting the experimentally determined lattice structure
[49]. We set RK.x = 6.5 and employ 512 k meshes.

The obtained band structure is shown in Fig. 5. If we focus
on the bands originating from the ds,2_,2 orbital, we can see
that there indeed exist bonding and antibonding bands, similar
to those of the bilayer model. However, the overlap between
the two bands is barely present, meaning that z; is about 47/
(see Fig. 1), which is somewhat large from the viewpoint of
the present calculation results. If the layer-layer distance can
somehow be enlarged (and, of course, the orbital selective Mott
insulating state of the d3,2_,2 orbital can be circumvented), the
situation will be closer to that of the bilayer model. Another
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FIG. 5. Band calculation result for La;Ni,O;. The thickness of
the lines in (a) depict the d5.2_,> weight, and in (b) the d,2_,» weight.
The d;2_,2> and the d,>_ > orbitals strongly hybridize in the portion
encircled by the dashed line.

point that should be noticed is the d,2_,> orbital contribution;
the d,>_,» band strongly overlaps with the ds,2_,» band, and
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there is a ds;2_,2-d>_,» hybridization around the portion
encircled by the dashed lines, which deforms the d5,2_,> band
from the ideal shape shown in Fig. 1. This hybridization may
degrade superconductivity, as was shown in the case of the
cuprates; there, the situation is the opposite, namely, the main
band is the d,>_,> band, and the hybridization with the d32_,>
orbital degrades the superconductivity [51,52]. In the present
case, the d,>_,> band may have to be lifted to higher energies,
using, e.g., certain modification of the crystal field, to reduce
the hybridization effect. Further study along this line is in
progress.

V. CONCLUSION

We have studied the spin-fluctuation-mediated supercon-
ductivity in Hubbard-type models possessing electron and
hole bands, and compared them with the Hubbard model
on a square lattice with a large Fermi surface. In the
former models, superconductivity is optimized when the Fermi
surface nesting is degraded to some extent, and finite-energy
spin fluctuations around the nesting vector develops. This is in
contrast to the case of the large-Fermi-surface model, where
superconductivity is more enhanced for better nesting. The
difference lies in the robustness of the nesting vector, namely,
in models with electron and hole bands, the wave vector at
which the spin susceptibility is maximized is fixed even when
the nesting is degraded, whereas when the Fermi surface is
large, the nesting vector varies with the deformation of the
Fermi surface.

As seen in the calculation result for the bilayer model,
the large enhancement of the finite-energy spin fluctuations
around the robust nesting vector can give rise to an extremely
high T,, although such a situation is realized only in a
narrow “sweet spot” regime in the parameter space. Our band
calculation result shows that such a situation might be realized
by modifying the lattice structure and the constituting elements
of existing bilayer materials.
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