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Suppression of magnetism under pressure in FeS: A DFT+DMFT study
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We investigate the evolution of the magnetic properties in FeS under pressure and show that these cannot
be explained solely in terms of the spin-state transition from a high to low spin state due to an increase of the
crystal field. Using a combination of density functional theory and dynamical mean-field theory (DFT+DMFT),
our calculations show that at normal conditions the Fe2+ ions are in the 3d6 high-spin (S = 2) state, with some
admixture of a 3d7L (S = 3/2) configuration, where L stands for the ligand hole. Suppressing the magnetic
moment by uniform compression is related to a substantial increase in electron delocalization and occupation of
several lower spin configurations. The electronic configuration of Fe ions cannot be characterized by a single
ionic state, but only by a mixture of the 3d7L, 3d8L2, and 3d9L3 configurations at pressures ∼7.5 GPa. The local
spin-spin correlation function shows well-defined local magnetic moment, corresponding to a large lifetime in
the high spin state at normal conditions. Under pressure FeS demonstrates a transition to a mixed state with small
lifetimes in each of the spin configurations.
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I. INTRODUCTION

The study of transition-metal compounds with strong
electronic correlations is one of the most rapidly developing
fields of modern condensed matter physics. This field is mainly
connected with the highly unusual physical effects observed
in these systems [1]. Most of the research therein has been
focused on oxides. However, sulfides, selenides, and chlorides
also demonstrate interesting and nontrivial physical phenom-
ena. These include superconductivity [2], inversion of the
crystal field splitting [3], multiferroicity [4], and many others.

Fe1−xS, one of the most widespread sulfides on the Earth
(it is also found in cores of terrestrial planets and in lunar
and meteoric samples [5–9]), is of interest due to its unusual
magnetic behavior. The magnetic properties of Fe1−xS change
substantially under pressure (P ), e.g., stoichiometric FeS
exhibits three pressure-induced phase transitions [10]. Despite
the great importance in understanding these transitions—not
only for condensed matter physics, but also for geoscience and
astrophysics—their mechanism is still unknown.

At ambient pressure and room temperature FeS crystallizes
in the troilite structure (FeS-I phase) with a hexagonal space
group P 6̄2c [10]. In this structure the Fe ions are shifted
away from their ideal positions in a NiAs cell, by forming
Fe3 triangles in the ab plane [11]. Troilite transforms to the
NiAs structure above 413 K at normal pressure. The onset of
long-range magnetic order is observed at TN ≈ 600 K (so that
FeS in the troilite structure is always magnetically ordered).
At normal conditions, the local magnetic moments μ ≈ 3.2μB

[10] are aligned ferromagnetically in the ab planes and are
stacked antiferromagnetically along the c axis [12,13]. At
P = 3.4 GPa, troilite transforms to a MnP-type structure
(FeS-II) with the orthorhombic space group Pnma [14,15].
The local magnetic moments gradually decrease with pressure,
changing with the rate ∼0.06μB/GPa in FeS-I phase and
∼0.08μB/GPa in FeS-II phase [10]. An abrupt breaking of
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long-range magnetic order at room temperature is observed
above 6.7 GPa [10,16,17]. This transition is accompanied
by lattice volume collapse [6] and a change in the crystal
symmetry (space group P 21/a). The effective magnetic
moment in Curie-Weiss theory μeff of FeS at ambient pressure
is 5.5μB . At P = 6.7 GPa (FeS-III phase), μeff is 2.2μB only
[18]. A further increase in pressure leads to a phase transition
at ∼40 GPa to the MnP-type nonmagnetic metallic structure
(FeS-IV) [19]. The magnetic transition at 6.7 GPa is the subject
of this study.

There are two possible ways to explain magnetic transitions
in Fe1−xS sulfides [20]. The first one is based on the assumption
that iron 3d electrons are localized (e.g., due to a Hubbard U ).
At low pressure Fe2+ ion has six 3d electrons and is in
the high-spin (HS) configuration t4

2ge
2
g (S = 2). With an

increase in pressure the crystal field splitting between t2g

and eg subshells increases and the low-spin (LS) state with
t6
2ge

0
g (S = 0) electronic configuration becomes preferable.

Very similar behavior is observed or expected in many other
transition-metal compounds based on Co3+, Fe2+, and Fe3+

ions [1,21,22]. However, there is an alternative scenario which
implies gradual metallization under pressure and the loss of
the magnetic moments [17,23]. The absence of long-range
magnetic order in the high-pressure phase can be explained by
electron delocalization: the increase of pressure results in the
band broadening and in breaking of the Stoner criterion.

It is not clear which model—based on either localized or
itinerant electrons—is more appropriate for the description
of the magnetic properties of Fe sulfides under pressure. In
the present work we tackle this problem with first-principles
calculations using the density functional theory and dynamical
mean-field theory (DFT+DMFT) method. We found that
at ambient pressure Fe 3d electrons can be considered as
localized and Fe is predominantly in the 3d6 high spin state
with an admixture of 3d7L configuration. At higher pressures
we observe both a delocalization of the Fe electrons and stabi-
lization of the solution with lower spin. Thus, pressure-induced
magnetic transition in FeS is of a complex nature and cannot
be considered as a pure spin state or as a Stoner-like transition.
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II. CALCULATION DETAILS

The crystal structures at ambient pressure (AP) and 7.5 GPa
(FeS-I and FeS-III, respectively) were obtained from Refs. [10]
and [24], respectively. In order to investigate the electronic
and magnetic properties of FeS, the DFT+DMFT approach
[25] was used. This method allows one to treat correlation
effects and takes into account realistic band structure, and
the first LDA+DMFT calculations on FeS indeed showed the
importance of correlation effects on the spectral properties
[26]. The DFT part was obtained using the pseudopotential
method as realized in the QUANTUM EXPRESSO code [27]. The
exchange-correlation potential was taken in the form proposed
by Perdew et al. [28]. The k grid consisted of 876 points in
the whole Brillouin zone, and the wave-function cutoff was
chosen to be 40 Ry.

A small, noninteracting DFT Hamiltonian (HDFT) including
the Fe 3d and S 3p states was generated using the Wannier
projection procedure [29]. The unit cell in both phases contains
12 f.u. The DFT+DMFT Hamiltonian is written in the form

Ĥ = ĤDFT − Ĥdc + 1

2

∑
imm′σσ ′

Uσσ ′
mm′ n̂mσ,i n̂m′σ,i , (1)

where Uσσ ′
mm′ is the Coulomb interaction matrix, n̂d

mm′,i is the
occupation number operator for the d electrons, m and m′
numerate orbitals, while σ and σ ′ are spins of the electrons
on the ith site. In order to exclude the d-d interaction taken
already into account in DFT we used a double-counting
correction calculated as Ĥdc = Ũ (ndmft − 1/2)Î . Here, ndmft

is the self-consistent total number of correlated d electrons
obtained within the DFT+DMFT, Ũ is the average Coulomb
parameter for the d shell, and Î is the unit operator.

The DFT+DMFT calculations were performed with the
AMULET code,1 which was previously used to study transition-
metal compounds such as TiO2, VO2, Li2RuO3, and many
others [31–36]. The elements of the Uσσ ′

mm′ matrix were parame-
terized by U and JH as described in Ref. [37]. The values of the
Coulomb repulsion parameter U and Hund’s coupling constant
JH were taken to be U = 6 eV and JH = 0.95 eV [38,39].
The impurity solver used in DMFT calculations was based on
the segment version of the hybridization expansion continuous
time–quantum Monte Carlo method (CT-QMC) [40]. The DFT
Hamiltonian was rotated to the local coordinate system, where
d − d blocks of

∑
�k HDFT(�k) are diagonal. The experimental

antiferromagnetic structure (AFM), with spins in the ab plane
ordered ferromagnetically but stacked antiferromagnetically
along the c axis [12], was used for the ambient pressure phase.

III. CRYSTAL STRUCTURE AND GGA RESULTS
FOR AMBIENT PRESSURE

We start with a discussion of the nonmagnetic DFT results
at AP. The density of states (DOS) is shown in Fig. 1(a). The
S 3p states are placed approximately from −7 to −2 eV, while
Fe 3d orbitals are in the vicinity of the Fermi level.

Figure 1(b) illustrates the contributions from different 3d

orbitals to the total density of states. The FeS6 octahedra are

1AMULET, http://amulet-code.org

FIG. 1. The DFT (nonmagnetic) partial densities of states (DOS)
for experimental crystal structure for ambient pressure (AP) and
model (artificial) structure for P = 7.5 GPa (described in Sec. IV).
The local coordinate systems, where

∑
�k HDFT(�k) is diagonal, were

used. The Fermi level is at zero.

strongly distorted in the low-pressure phase. There are three
short (2.36, 2.38, and 2.42 Å), two intermediate (2.51 and
2.56 Å), and one long (2.72 Å) Fe-S bonds. This pyramidal-like
surrounding (with one very long Fe-S bond) results in a
strong splitting of eg levels. One might expect that in this
situation the x2 − y2 orbital would go higher in energy than
the 3z2 − r2 orbital. (Here and below, unless stated otherwise,
the local coordinate system with axes directed towards S ions
is used.) However, this is not the case in FeS, since Fe
is shifted (by ∼0.3 Å) inside of the FeS5 pyramid, which
weakens hybridization between S 3p and Fe x2 − y2 orbitals
considerably. As a result, the 3z2 − r2 orbital turns out to be
roughly 0.3 eV higher than the x2 − y2 orbital (as determined
by diagonalizing the on-site Hamiltonian HDFT). The t2g

orbitals of Fe are nearly degenerate.
Another quite important effect is related to the fact that

three Fe ions form isolated triangles, shown by dashed lines in
Fig. 2(a), sharing edges of the FeS6 octahedra. (There are two
short, 2 × 2.92 Å, and four long, 2 × 3.67 Å and 2 × 3.80 Å,
Fe-Fe bonds.) As a result there are t2g orbitals on different
Fe sites, which are directed towards each other. This leads
to a strong direct overlap and a bonding-antibonding splitting
for two out of three t2g orbitals, which is ∼1.3 eV for one
of the t2g orbitals. This is clearly seen in the partial DOS as
a two-peak structure [green and black curves in Fig. 1(b)].
This interpretation agrees with the estimates of the hopping
parameter for the xy orbitals (black) of 0.5–0.6 eV. Similar
features of the electronic structure were found in many other
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FIG. 2. Crystal structure of FeS (a) at ambient pressure (P -62c

space group) and (b) at 7.5 GPa (P 21/c space group). (c) The
schematic crystal field splitting of the Fe 3d shell at 0 GPa. The
crystal structures were drawn using VESTA [30].

systems with the edge-sharing geometry [1,43], and it was
shown that they may strongly affect the magnetic properties
of the system [44,45].

Both these effects, direct metal-metal bonding and, espe-
cially, the strong distortion of the Fe-ligand octahedra, result
in the situation whereby all five d orbitals appear in more
or less the same energy interval. A naive ionic model, based
on the competition between the t2g − eg crystal field splitting
and Hund’s rule coupling JH [1], does not work here. This
is in strong contrast with many other materials, where such
a simplified treatment provides a very good description of
the spin-state transitions [1,46]. Hence, there is no other
way to describe pressure-induced magnetic transition in FeS
than a direct calculation, which takes into account both the
peculiarities of the crystal structure and the presence of the
strong Coulomb interaction, i.e., Hund’s exchange JH and
Hubbard U .

IV. DFT+DMFT RESULTS AND DISCUSSION

A. Ambient pressure phase

The DFT+DMFT calculations of the AFM AP phase show
that FeS is an insulator with a tiny band gap of ∼20 meV.2

This agrees with an experimental estimate of the activation
energy (40 meV) [47].

A comparison between the experimental and theoretical
spectral functions is shown in Fig. 3. The DFT+DMFT
spectral function reproduces all of the main features of
the experimental spectra. The peak at ∼ − 2.4 eV in the
photoemission data originates from the Fe t

↑
2g and e

↑
g states,

while the one at ∼ − 0.6 eV corresponds to a singly occupied
t
↓
2g (xy↓) orbital. Thus, analysis of the spectral functions shows

that Fe ions are in the high spin state at AP. Moreover, this result
suggests that one may study the pressure-induced magnetic
transition in Fe1−xS or Fe1−xSe by tracking this feature at
∼ − 0.6 eV in photoemission measurements. The peak at
∼1 eV and the shoulder at ∼0.4 eV in the bremsstrahlung
isochromat spectroscopy spectra correspond to the e

↓
g and t

↓
2g

states.

2In order to calculate spectral functions we used the Padé approxi-
mation for the self-energy �(iωn), which results in some uncertainty
in estimation of the band gap.

FIG. 3. (a) Experimental photoemission and inverse photoemis-
sion spectra [41] together with the DFT+DMFT spectral function
(for the AFM solution) as obtained by the Padé approximation.
Theoretical spectral functions were weighted by photoionization
cross sections [42] and broadened by 0.2 eV. (b) Spin- and orbital-
resolved spectral functions for ambient pressure (AP). All graphs
correspond to inverse temperature β = 1/T = 30 eV−1.

The DFT+DMFT calculations were carried out for both the
experimental AFM structure and the standard paramagnetic
(PM) regime, where self-energy is averaged over spins. If this
type of averaging is not included, the calculation converges
to a magnetic solution. The fragile insulating state does not
survive the transition to paramagnetic state. The average
magnetic moment at ambient pressure

√
〈m2

z〉 is roughly the

same in both AFM and PM states:
√

〈mz(PM)2〉 = 3.7μB and√
〈mz(AFM)2〉 = 3.6μB . One can see that these values are

close to what one may expect for Fe2+ (d6) in the high spin state
(S = 2). Analysis of the different electronic configurations
measured in the DMFT solver shows that this state has the
highest probability in our calculations (see Fig. 4). Moreover,
the second state, having substantial weight d7, is essentially
the same d6 high spin state with one ligand electron added
(t4

2ge
3
g, S = 3/2). This state can be denoted as d7L, where L

stands for a ligand hole.
It is worth mentioning that at normal conditions FeS

orders magnetically and Fe ions essentially adopt a single
ionic configuration (d6 high spin with a single electron in
minority spin sitting on the xy orbital), which explains why
DFT calculations based on the local density approximation +
Hubbard U (LDA+U) successfully reproduce the band gap
and experimental photoemission spectra [48]. We will show
later that at higher pressure the Fe ion is in a mixture of different
electronic configurations. This type of state obviously cannot
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FIG. 4. Weights (i.e., statistical probability) wi of various elec-
tronic configurations at AP and at 7.5-GPa phases calculated by
the DFT+DMFT method for a paramagnetic state,

∑
i wi = 1. For

the high-pressure phase-averaged data over three crystallographically
inequivalent Fe ions are presented. The number of t2g (eg) electrons is
4.09 (2.38) at AP. In the high-pressure phase there are three different
Fe, and the corresponding t2g (eg) occupancies are 5.14, 4.73, and
4.42 (2.19, 2.59, and 2.54).

be described by any method based on single-determinant wave
functions (such as LDA+U).

The exchange constants for the Heisenberg model in
spin-polarized DFT+DMFT, i.e., in an AFM solution, can
be calculated as [49,50]

Jij = T

4
Tr

[
�m

i (iωn)Gmm′
ij,↑ (iωn)�m′

j (iωn)Gm′m
ji,↓(iωn)

]
,

where T is the temperature, i,j are the site indexes, the trace
is taken over orbital indexes m,m′ and Matsubara frequencies
iωn,Gij is the corresponding intersite Green function, and
�m

i (iωn) is the on-site exchange splitting defined only by the
electron self-energy �m

i (iωn) = �m
i,↑(iωn) − �m

i,↓(iωn).
We found that in the AP phase the largest exchange constant

is Jc = 24 K (AFM), along the c axis. The exchange coupling
between the twelve next-nearest neighbors lying in adjacent
ab planes is Jnn ≈ 18 K (AFM). In contrast, the in-plane
interaction is rather weak and ferromagnetic, Jab ≈ −1 K.
This explains the experimentally observed magnetic structure
(ferromagnetic ab plane stacked antiferromagnetically along
the c axis [12,13]). The exchange parameters in the systems
with localized magnetic moments may strongly depend on the
Hubbard U (in the simplest approximation J ≈ 2t2/U [1]).
However, we would like to mention that the present choice
of U and JH gives the Curie-Weiss temperature θ = 1040 K
(recalculated using these exchange constants), which is quite
close to the experimental estimate of θexpt = 1160 K [51].

B. High-pressure phase: P = 7.5 GPa

There are three inequivalent Fe ions in the high-pressure
structure (denoted as Fe1, Fe2, and Fe3 throughout the text).
Analysis of the magnetic properties shows that local magnetic
moment drops down to

√
〈m2

z〉 = 1.9μB (averaged over three
inequivalent Fe sites) for P = 7.5 GPa, which agrees with
the experimentally observed suppression of magnetism in FeS
[18,19]. The decrease in the magnetic moment is accompa-
nied by a more uniform probability distribution of different
electronic configurations and by an increase in the weights
of the states with smaller total spin. Note that the d7 and d8

configurations now have a larger probability, which is related

to the increased Fe 3d – S 3p hybridization due to the decrease
of the Fe-S bond distance with pressure. (This corresponds to
an increase of the weights of the d7L and d8L2 configurations.)
The value of the local magnetic moments

√
〈m2

z〉 for each class
of Fe correlates with the mean Fe-S bond distance in the FeS6

octahedra. The lowest value
√
〈m2

z,Fe3〉 = 1.7μB corresponds

to the average Fe-S bond distance d〈 Fe3−S〉 = 2.31 Å, while
for Fe2 and Fe1, d〈 Fe2−S〉 = 2.37 Å, d〈 Fe1−S〉 = 2.42 Å, and√
〈m2

z,Fe2〉 = 1.8μB,
√
〈m2

z,Fe1〉 = 2.2μB . This is related to an
increase of the t2g − eg crystal field splitting with decrease
of the Fe-S bond length, which stimulates the spin-state
transition.

As discussed in Sec. I, the magnetic properties of Fe1−xS
are usually described based on either localized or itinerant
electron models. The former implies that the electrons are
localized on atomic sites and that by increasing pressure
we gradually transfer the system from the high-spin to low-
spin state. In the itinerant electron theory one may explain
magnetic properties of FeS by gradual metallization and loss
of the magnetic moments. The key characteristics, which can
discriminate between these two scenarios, is the degree of the
spin localization. In DMFT the space-time spin correlators
are not easily accessible, but one can calculate the local (in
real space) spin-spin correlation function 〈Ŝz(0)Ŝz(τ )〉 in the
imaginary time (τ ) domain. If magnetic moments are localized,
this correlator is constant [52]:

〈Ŝz(0)Ŝz(τ )〉 ≈ S2
z . (2)

This gives the Curie-Weiss law, if one would recalculate local
magnetic susceptibility χloc = μ2

B

∫ β

0 〈Ŝz(0)Ŝz(τ )〉dτ with this
substitution. In contrast, an imaginary time dependence of this
correlator indicates the delocalization of the spin moments,
e.g., in a Fermi liquid,

〈Ŝz(0)Ŝz(τ )〉 ∼ T 2

sin(τπT )2
, (3)

for τ sufficiently far from 0 and β [53].
In Fig. 5 we show how 〈Ŝz(0)Ŝz(τ )〉 behaves for different

pressures in FeS. One may see that the spin correlator for
ambient pressure is much higher than for P = 7.5 GPa, which
reflects the larger local magnetic moment in the former case.

Secondly, 〈Ŝz(0)Ŝz(τ )〉 is almost τ independent at AP,
while for the higher pressure a clear imaginary time de-
pendence is observed, which gives some evidence for spin
delocalization at higher pressures. It is clearer to consider the
dependence of this correlator on real frequencies (ω), as shown
in the inset in Fig. 5. Spin excitations at ambient pressure occur
in a very narrow frequency range which corresponds to a large
lifetime (the width of the peak is inversely proportional to
the lifetime) and to the local nature of the spin. In contrast,
there is substantial dispersion for all inequivalent Fe sites at
higher pressure. This demonstrates a change in the behavior of
the electrons and suggests a transition to an itinerant regime.
This means that it is incorrect to use oversimplified models
like spin-state transition to explain pressure dependence of the
magnetic properties in FeS.

The same conclusion can be drawn from analysis of the
temperature dependence of the local spin-spin correlator. One
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FIG. 5. Imaginary time τ and frequency ω (inset) dependence
of the local spin correlator calculated by DFT+DMFT at ambient
pressure (AP) and 7.5 GPa for β = 10 eV−1 (T ≈ 1100 K). The
black dashed curve corresponds to the calculated model structure as
described in Sec. IV. There is one inequivalent Fe in both the AP
phase and the model structure, while there are three inequivalent Fe
for P = 7.5 GPa.

may expect that this dependence will be strong in the case of
a metal. As follows from Eq. (3), in the simplest case of the
Fermi liquid this correlator at τ = β/2 is proportional to T 2.
In contrast, one would not expect any temperature dependence
of the correlator in the system with local magnetic moments.
In the inset of the Fig. 6 we show that in FeS 〈Ŝz(0)Ŝz(β/2)〉
is strictly linear as a function of T 2 at high pressure and is
essentially independent of temperature at normal conditions,
wherein the magnetic moments are well formed and basically
frozen at any temperature.

FIG. 6. The dependence of the imaginary part of the self-energy
� on Matsubara frequencies (iωn) for β = 30 eV−1 at 7.5 GPa. The
average curves for 5 different 3d orbitals of three Fe impurities are
presented, since there is only minimal differences between �(iωn) for
different orbitals. The T 2 dependence of the 〈Ŝz(0)Ŝz(τ )〉 correlator
at τ = β/2 at ambient pressure and 7.5 GPa is shown in inset.

FIG. 7. Spectral function of Fe 3d in FeS at 7.5 GPa and
β = 30 eV−1.

It is important to stress that, while there is a clear
delocalization of the spin moments under pressure, FeS cannot
be described in terms of conventional band magnetism, e.g., in
the framework of Stoner theory. Analysis of the electronic
configuration distribution presented in Fig. 4 shows that
there are strong dynamical fluctuations between several ionic
configurations in this phase. Such behavior cannot be described
by static mean-field methods like LDA or LDA+U and the use
of DMFT is essential.

Because of these fluctuations, FeS turns out to be metallic
in our LDA+DMFT calculations for the high-pressure crystal
structure corresponding to P = 7.5 GPa (see Fig. 7), while
further decreasing the temperature (below T = 390 K, which
was used in our calculation) or with small variations the
crystal structure may open a band gap.3 It was claimed in
Ref. [54] that a tiny gap develops in FeS above 6 GPa
according to their resistivity measurements. However, one
has to be very careful with this interpretation, since there is
only a slight, and, atypical for semiconductors, decrease in
their measured resistivity with temperature. Situations such
as these are often observed in transition-metal compounds.
For example, detailed analysis of the optical data in CaCrO3

revealed that it is a metal, while resistivity shows “insulating”
behavior [i.e., ρ(T ) decreases with temperature] [55]. In any
case, we do not expect that the presence or absence of a tiny
band gap would strongly affect magnetic properties of FeS.
Moreover, the imaginary part of the self-energy �(iωn) in our
calculations is practically linear at low frequencies (as shown
in Fig. 6) at high pressure. The effective masses extracted from
the low-frequency behavior of Im�(iωn) are m∗/m ≈ 1.6–2.2
(depending on which inequivalent Fe).

3It is rather illustrative that LDA+U calculations with the same U

and JH also give a metallic state for FM and AFM solutions. Even
suppression of dynamic fluctuation does not lead to an insulating
ground state. This suggests that the crystal structure for P = 7.5 GPa
may be different from what was published previously and used in the
present calculations.
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Several very important structural characteristics, which
may trigger the magnetic transition, are changed simultane-
ously upon applying pressure. First of all, a decrease in the
Fe-S bond distance will result in an increase in the t2g − eg

crystal field splitting (we have seen, however, in Sec. III that
this parameter is ill defined in FeS) and therefore may induce
the spin-state transition. In turn, a decrease in the Fe-Fe bond
distance enhances band dispersion and hence electrons become
more itinerant. In addition to these two factors, the symmetry
of the crystal changes under the pressure, which leads to the
destruction of the Fe3 triangles.

In order to understand which factor is more important
and leads to the magnetic transition, we carried out the
DFT+DMFT calculation for a model crystal structure, with the
same symmetry as the AP structure but with a unit-cell volume
corresponding to that at P = 7.5 GPa. This model calculation
results in an ∼30% increase of the Fe 3d bandwidth, as one can
see from Fig. 1(a). Surprisingly, even this simplified model still
describes magnetic transition reasonably well, giving

√
〈m2

z〉 =
2.0μB . Thus, the decrease of the volume explains ∼80% of
the reduction of the magnetic moment in FeS, and a change of
the crystal symmetry is not so important for the absolute value
of the moment. This mechanism seems to be also responsible
for the disappearance of a long-range ferrimagnetic order in
pyrrhotite-type compounds (Fe1−yCoy)7X8 (X = S, Se) with
increasing Co concentration [56–58].

However, while uniform compression can basically explain
the suppression of the local magnetic moment, it reproduces
increase of spin delocalization only partially. This is clearly
seen from Fig. 5; the change in volume is not enough to
sufficiently reduce the local spin-spin correlator. Moreover,
it is the change of the crystal symmetry which makes
the Fe ions so different from the point of view of spin
delocalization. (The τ dependence is very different for these
three inequivalent Fe.)

V. CONCLUSION

We found that due to a strongly distorted crystal structure
the t2g and eg bands are not well separated in FeS, so that
one may hardly define the t2g − eg crystal field splitting. At
ambient pressure the Fe ions are in the high-spin d6 state
with some admixture of the d7L state due to a large covalency.
Under pressure we observe (1) suppression of the spin moment
and (2) strong dynamical fluctuations between different ionic
configurations which cannot be described by the static mean-
field methods like LDA+U. The spin moment is largely
suppressed but still nonzero at P = 7.5 GPa (

√
〈m2

z〉 = 1.9μB ).
This resembles a pressure-induced spin-state transition, driven
by increase of the t2g − eg crystal field splitting. However,
simultaneously with the suppression of the magnetic moment,
the frequency dependence of the local spin-spin correlator
shows that the Fe 3d electrons become delocalized. Thus, we
show that one cannot describe the pressure-induced magnetic
transition in FeS as a standard spin-state transition.

The changes in the magnetic properties of FeS with pressure
are related to a modification of the electronic structure. In
the high-pressure phase FeS is a metal or close to metallic
regime, with effective masses m∗/m ≈ 1.6–2.2, while at
normal conditions FeS is an insulator with well-defined local
magnetic moments. This study opens new perspectives for
investigation of the magnetic properties not only of FeS, but
also of other Fe and Co sulfides and selenides, where very
similar magnetic transitions have been observed [6,9,59–62].
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