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We investigate the supercurrent in a silicene-based Josephson junction under external-field modulations
spatially. Employing the qualitative analysis and solving the Dirac–Bogoliubov–de Gennes equation, it is found
that, for the bulk states, a π junction is generated from the valley polarization by combining an antiferromagnetic
exchange magnetization and spin-orbit coupling. In contrast, for the topologically protected edge states, a π as
well as a ϕ0 junction can be obtained by adjusting ferromagnetic exchange field or antiferromagnetic exchange
magnetization to shift the edge states in wave vector space; or alternatively by modulating electric and light fields
to modify the Fermi velocity of the edge states. It is proposed that a direct current superconducting quantum
interference devices can be used to observe these π and ϕ0 junctions in experiment.
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I. INTRODUCTION

Recently, the silicene-based superconducting proximity ef-
fects, such as Andreev reflection, Andreev bound state (ABS),
and 0-π transition, have been studied [1–3]. The process of
an electron-hole conversion at the interface between a normal
metal and a superconductor is called Andreev reflection [4].
When a Josephson junction is constructed, for a normal metal
intermediated between two superconductors, the round-trip
Andreev reflection of an electron and a hole will lead to the
ABS which supports the supercurrent transport [5]. So far,
according to the condition of minimal Josephson free energy,
four different types of Josephson junctions are defined, i.e., 0,
π , ϕ, and ϕ0 junctions. The 0(π ) junction, which is studied
widely [2,6–9], represents the minimum of Josephson free
energy at phase difference φ = 0(π ). There are two minima of
Josephson free energy at φ = ±ϕ for a ϕ junction, which was
predicted and observed in a structure consisting of periodic
alternating 0 and π junctions [10,11]. By contrast, there is
only one minimum of Josephson free energy at φ = ϕ0 for a
ϕ0 junction, which was discussed in nanowire-based [12–15]
or quantum dot-based [16,17] Josephson junctions applied by
the Rashba spin-orbit coupling and the Zeeman field, and a
single quantum spin Hall edge applied by a ferromagnetic
exchange field [18].

Here we focus our attention on the ϕ0 junction in which the
current-phase relation can be written as J = Jc sin(φ − ϕ0)
with the critical current Jc. Although the ϕ0 junction has
been studied in several years [12–18], its physical mechanism
and experimental realization are still to be explored and
developed. In this paper we investigate a silicene-based
Josephson junction and clarify three important issues. First,
we analyze the difference between bulk and topologically
protected edge state-supported Josephson currents. Second,
we study the physical mechanism for realization of ϕ0 junction
by phenomenological theory and numerical calculations, and
give the intuitive physical picture for ϕ0 junction clearly. Third,
we propose a convenient way, by an electric or a light field-
manipulated device, to demonstrate the π and ϕ0 junctions.

*Corresponding author: gjin@nju.edu.cn

The schematic diagram for a silicene-based Josephson
junction is shown in Fig. 1. The superconducting regions are
realized by the superconducting proximity effect. The normal
region could be applied by a perpendicular electric field, an off-
resonant light, an antiferromagnetic exchange magnetization,
and a ferromagnetic exchange field [19]. Generally speaking,
both the bulk and edge states can exist in a silicene nanoribbon
by adjusting the Fermi energy. For the purpose of comparison,
we first discuss the Josephson effect in the bulk states, which
shows a π junction in the presence of an antiferromagnetic
exchange magnetization. Reminding that the pristine silicene
is a quantum spin Hall insulator with two helical edges [20],
we then make a deep investigation on the Josephson effect in
the edge states. It has been known that when a ferromagnetic
exchange field is applied in a single edge, a ϕ0 junction is gen-
erated [18]. Unfortunately, when the ferromagnetic exchange
field is applied in both edges, the effect showing a ϕ0 junction
reduces and even disappears. Gratifyingly, when an antifer-
romagnetic exchange magnetization is applied in a single or
two edges, the ϕ0 junction always exists. Especially, there
is another mechanism, using a light field to modify the Fermi
velocity of the edge states, for realizing the π and ϕ0 junctions.

This paper is organized as follows. In Sec. II the model
and basic formulas are constructed. In Secs. III and IV the
theoretical treatments and numerical results for the bulk and
edge states-supported Josephson currents are presented and
discussed, respectively. In Sec. V a direct current supercon-
ducting quantum interference devices (dc SQUID) is proposed
to observe the π and ϕ0 junctions. Finally, in Sec. VI the
conclusion of this work is given.

II. MODEL AND FORMALISM

Based on the second-nearest-neighbor tight-binding model,
the Hamiltonian of silicene is [20–22]

H = −t
∑
〈i,j〉α

c
†
iαcjα + i

λso

3
√

3

∑
〈〈i,j〉〉αβ

νij c
†
iασ z

αβcjβ
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μic
†
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†
iασ z
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FIG. 1. Schematic diagram for the top view of a silicene-based
Josephson junction. A zigzag silicene nanoribbon is considered. The
red (blue) line represents down (up) spin. A perpendicular electric
field, an off-resonant light, a ferromagnetic exchange field, and an
antiferromagnetic exchange magnetization can be applied in the
normal (N) region. The left and right regions are superconducting (S)
regions which are realized by applying the s-wave superconductors
in silicene.

where c
†
iα(β) (ciα(β)) is the creation (annihilation) operator of an

electron with spin index α(β) at site i. 〈i,j 〉 (〈〈i,j 〉〉) denotes
that electrons run over all the nearest-neighbor (next-nearest-
neighbor) hopping sites. The first term of the Hamiltonian
is the nearest-neighbor hopping with the hopping integral
t = 1.6 eV. The second term is the spin-orbit coupling with
λso = 3.9 meV, where σ z

αβ is the Pauli matrix of spin and
νij = 1 (−1) if the next-neighboring hopping is anticlockwise
(clockwise) with respect to the positive z axis. The third term
is a stagger potential modulated by the perpendicular electric
field Ez for the buckled structure, i.e., the two sublattice planes
are separated by a distance 2l with l = 0.23 Å. The fourth
term is the off-resonant right-circularly polarized light with
illumination parameter λω [21,23,24]. We should point out
that the modulation of time-dependent off-resonant light is
transformed into an static modulation based on the Floquet
theory [25]. The last two terms are the ferromagnetic exchange
field and the antiferromagnetic exchange magnetization [26]
with the exchange constants λF and λAF, respectively.

For revealing the property of bulk states simply and clearly,
in the low-energy approximation, the effective Hamiltonian
near K (K ′) valley can be written in the wave vector space as

Hη = h̄vF(kxτx + ηkyτy) + ηλsoσzτz

− lEzτz + ηλωτz − λFσz + λAFσzτz, (2)

where η = ± denote the two valleys of the band structure,
vF = 5.5 × 105 m/s is the Fermi velocity, and τx,y,z and σz

are the 2 × 2 Pauli matrices of the sublattice pseudospin and
real spin. According to the tight-binding model, the energy
bands of zigzag silicene nanoribbon with different external-
field parameters lEz, λω, λF, and λAF are plotted in Fig. 2.

The Hamiltonian of the edges in the zigzag nanoribbon can
be written as [27]

Hedge = sz

(
σzλso + λω

t
h̄vFkx − szσzλF + σzλAF + lEz

)
,

(3)

where σz and sz being the Pauli matrices represent spin and
edge index, respectively. From Fig. 2 and Eq. (3) it is obvious

FIG. 2. Dispersion relations of a zigzag silicene nanoribbon in
different external fields, separately. (a) In the pristine state (the black
dashed line) and in the perpendicular electric field with parameter lEz

(the blue and red lines); (b) in the off-resonant light with illumination
parameter λω; (c) in the ferromagnetic exchange field with parameter
λF; and (d) in the antiferromagnetic exchange magnetization with
parameter λAF, respectively. The black line is the superposition of
blue (up spin) and red (down spin) lines. The unit for energy is λso

and the width of nanoribbon W = 128 atoms.

that the external parameters, including lEz, λF, and λAF, induce
the translation of the dispersion of edge states in the wave
vector space while the Fermi velocity of the edge states is
modulated by the off-resonant light λω, which will bring
significant results shown in Sec. IV. We need to notice that
λF, λAF, lEz, and λω should all be smaller than the spin-orbit
coupling λso, otherwise the edge states will disappear as was
discussed in Ref. [22] in detail. In the calculations, we keep
the edge states in the quantum spin Hall regime.

Generally [1,2], the Dirac–Bogoliubov–de Gennes (DBdG)
equation for the bulk states is
(
Hησ − mησ − EF (T )

∗(T ) EF − (Hησ + mησ )

)(
ue

vh

)
= ε

(
ue

vh

)
,

(4)

where Hησ = h̄vF(kxτx + ηkyτy) + ησλsoτz − lEzτz − U Î
and mησ = σλFÎ−(ηλω + σλAF)τz. Here σ is the spin index, Î
is the unit matrix, and U = U0[�(x − L/2) + �(−L/2 − x)]
with the Heaviside step function �(x) and the positive
electrostatic potential U0. ε is the excited energy relative to
the Fermi level EF and ue (vh) is the electronlike (holelike)
quasiparticle wave function. (T ) = 0 in the normal region,

while (T ) = 0 tanh (1.74
√

Tc
T

− 1)eiφL(R) with 0 the
zero-temperature energy gap, Tc the transition temperature,
and φL(R) the macroscopic phase in the left and right
superconducting regions. In the calculations we adopt
kBTc = 20

3.53 with 0 = 1 meV which is used as the energy
unit. It is well known that the ABS plays a key role for
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calculating the supercurrent. In the equilibrium regime, by
summing over the positive ABS energy εnησ of subgap
quasiparticles at finite temperature T , the Josephson current
J passing through the junction is given as

J = −2e

h̄

∑
nησ

∫
N (εnησ ) tanh

(
εnησ

2kBT

)
dεnησ

dφ
cos θdθ, (5)

where n represents the number of ABSs, N (εnησ ) =
(W/πh̄vF)

√
(εnησ + EF + σλF)2 − M2

ησ with Mησ =
ησλso − lEz + ηλω + σλAF is the number of the transverse
mode in a silicene monolayer of width W , θ is the incident
angle, and φ = φR − φL is the phase difference.

After some algebraic operations and matrix transforma-
tions, the simplified DBdG equation for the edge states is

(−ih̄vs
F∂x + A (T )

∗(T ) ih̄v̄s
F∂x + B

)(
ue

vh

)
= ε

(
ue

vh

)
, (6)

with

A = −sλF + slEz + λAF − EF,

B = EF − (sλF + slEz − λAF). (7)

Here s = ±1 represent the top and bottom edge states,
vs

F(v̄s
F) = λso+(−)sλω

t
vF is the velocity of electron (hole) in the

normal region, and vs
F = v̄s

F = v′
F = λso

t
vF in the superconduct-

ing regions. We define that, in the normal region, the first
(second) line in Eq. (6) represents the electron (hole) moving
toward the right (left), or vice verse. Besides, spin is dependent
on the direction of moving particles due to the helicity of the
edge states.

The wave functions of electron and hole in the normal
region and the wave functions of quasiparticle in the super-
conducting regions are given by solving Eq. (6), respectively.
They are

ψe =
(

1
0

)
eikex, ψh =

(
0
1

)
e−ikhx,

ψ±
SL(R) =

(
e±iβ

e−iφL(R)

)
eik±x, (8)

where

β =
{−iarcosh[ε/(T )], ε > (T ),

arccos[ε/(T )], ε < (T ),
(9)

and ke, kh, and k± are the wave vectors of electron, hole, and
quasiparticle, respectively, which are defined as

ke = ε − A

h̄vs
F

, kh = ε − B

h̄v̄s
F

, k± = EF ± √
ε2 − 2

h̄v′
F

.

(10)

According to the continuity of wave function, we match the
states at the interfaces (x = ±L/2) between S and N regions,
i.e.,

aψ−
SL(−L/2) = cψe(−L/2) + dψh(−L/2),

bψ+
SR(L/2) = cψe(L/2) + dψh(L/2). (11)

In the short-junction regime, the levels for the ABSs are
obtained as

ε = ±(T ) cos

[
φ

2
− (ke + kh)

L

2

]
. (12)

By summing over the ABS levels at finite temperature T , the
Josephson current J passing through the junction is given as

J = −2e

h̄

∑
s

tanh

( |ε|
2kBT

)
d|ε|
dφ

. (13)

It should be pointed out that, although the ABS levels have a
4π periodicity, the Josephson current still remains with a 2π

periodicity in the equilibrium regime. If the nonequilibrium
regime is considered [28–30], the Josephson current will show
a 4π periodicity due to the Majorana bound states.

III. BULK STATES

In order to show the properties of Josephson current
contributed from the bulk states distinctly, we deal with the
low-energy effective Hamiltonian in Eq. (2) and the related
DBdG equation in Eq. (4). It is noted that the Josephson effect
modulated by ferromagnetic exchange field and off-resonant
light was investigated and a π junction was predicted [2,3].
So here we mainly study the Josephson effect modulated by
antiferromagnetic exchange magnetization.

Before presenting the numerical results, we give a qual-
itative analysis first. It has been argued that, in silicene, a
Cooper pair is composed of one electron with up (down) spin
in K valley and the other electron with down (up) spin in K ′
valley [1]. From Eq. (2), the dispersion relation in the normal
region is obtained as

Eησ = ±
√

(h̄vFk)2 + (ησλso − lEz + σλAF)2. (14)

Considering the normal incidence, two paired electrons at the
Fermi energy [31] will have the center-of-mass wave vector

2q = kx(η,σ ) − kx(−η, − σ ), (15)

where kx(η,σ ) =
√

E2
F − (ησλso − lEz + σλAF)2/h̄vF de-

rived from Eq. (14). It is a key point that the nonzero q

appears if λAF �= 0, which will lead to the Josephson current
reversal. When the electric field is neglected, then kx(η,σ ) =√

E2
F − (ηλso + λAF)2/h̄vF. It is clear that the valley polariza-

tion plays an important role in the realization of π junction.
The detailed pairing cases for nonzero λAF are shown in Fig. 3.

In the superconducting regions, there is a zero center-
of-mass wave vector for Cooper pairs in the ground state
and then a phenomenological macroscopic wave function can
be taken as �(x) = �0e

iφs with �0 being the amplitude of
the order parameter and φs the macroscopic phase. When a
Cooper pair in a superconducting region penetrates into the
normal region, at first, the phenomenological macroscopic
wave function is changed into �(x) = �0e

− x
ξ eiφs with ξ the

superconducting coherence. However, as shown in Fig. 3, in
the presence of λAF, the normal region is valley polarized and
then two electrons from opposite valleys near the Fermi surface
with opposite spins constitute a Cooper pair with a nonzero
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FIG. 3. (a) and (b) In the presence of λAF, four possible pairing
cases of two electrons are shown in the superconducting and normal
regions, respectively. Here the red circles represent the Fermi surface.
S (N) denotes the superconducting (normal) region.

center-of-mass wave vector 2q = [
√

E2
F − (−λso + λAF)2 −√

E2
F − (λso + λAF)2]/h̄vF. Correspondingly, the additional

phase factor e±i2qx is obtained through the normal region.
It is obvious that the valley polarization, similar to the spin
polarization arisen from a ferromagnetic exchange field [31],
can also lead to the nonzero center-of-mass wave vector. This
is an interesting result, which is unique in silicene and cannot
appear in graphene due to the very weak spin-orbit coupling
for the latter.

Therefore, the phenomenological macroscopic wave func-
tion will be modulated by the nonzero center-of-mass wave
vector in the normal region from Fig. 3 [31,32], that is

�(x) = �K↑K ′↓ + �K ′↑K↓ + �K↓K ′↑ + �K ′↓K↑

= �0e
− x

ξ eiφs (e−i2qx + ei2qx + e−i2qx + ei2qx)

= 4�0 cos(2qx)e− x
ξ eiφs . (16)

This superposed state in Eq. (16) is like the Fulde-Ferrel-
Larkin-Ovchinnikov state [33,34] in which the pair wave
function oscillates periodically in space. Using the chosen
coordinate in Fig. 1, we can give the macroscopic wave
function, as a superposition state of the macroscopic wave
functions from both left and right superconductors, in the
normal region,

�(x) = 4�0{cos[2q(x + L/2)]e− x+L/2
ξ e−i

φ

2

+ cos[2q(x − L/2)]e
x−L/2

ξ ei
φ

2 }. (17)

Here we choose φL = −φ/2 and φR = φ/2.
According to the Ginzburg-Landau equation [35], the

supercurrent J ∼ −i(�∗∇� − �∇�∗), and taking x = L/2,
we obtain the following phenomenological Josephson current:

J ∼ 4 sin φ

[
q sin(2qL) + 1

ξ
cos(2qL)

]
e
− L

ξ , (18)

which is similar to the result from the superconductor-
ferromagnet-superconductor Josephson junction [36]. From
the perspective of this qualitative analysis, the valley po-
larization arising from the interaction between λso and λAF

can generate a π junction. Our phenomenological assessment
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FIG. 4. (a)–(d) Josephson current and free energy versus the
phase difference are shown in different λAF, L, and lEz, respectively.
The units for junction length and free energy are 1 nm and WEF

πh̄vF
0,

respectively.

will be confirmed by the numerical calculations in the next
paragraph.

We analyze the Josephson effect in the experimentally most
relevant short-junction regime that the length L of the normal
region is smaller than the superconducting coherence length
ξ , i.e., L � h̄vF

0
≈ 362 nm. Then we can obtain the similar

formalism of the ABS shown in Ref. [2] by the method that
the illumination parameter ηFω is replaced by the parameter
σλAF. In terms of Eq. (5), we have calculated the φ-dependent
Josephson current and free energy with different parameters
lEz, λAF, and junction length L at kBT = 0.10, as shown in
Fig. 4. The unit for Josephson current is J0 = 2e

h̄
WEF
πh̄vF

and the
Fermi energy is chosen at EF = 120 meV. In the presence of
λAF, the 0-π transition appears, clearly shown in Fig. 4(a). The
0 and π state can be verified by calculating the free energy [37]

G = −kBT
∑
nησ

∫
N (εnησ ) ln

[
2 cosh

(
εnησ

2kBT

)]
cos θdθ,

(19)
shown in Fig. 4(b). These numerical results are consistent
with the preceding qualitative analysis. Although it is not
convenient to realize the 0-π transition by changing the
junction length, the control of perpendicular electric field is
feasible in experiment. In Figs. 4(c) and 4(d) there is obviously
the electric field-modulated 0-π transition. It deserves to stress
that the π junction here generated by the interaction between
the antiferromagnetic exchange magnetization and spin-orbit
coupling is different from the one generated by the interaction
between the off-resonant light and spin-orbit coupling in
Ref. [2]. The former arises from the valley polarization while
the latter comes from the spin polarization.

IV. EDGE STATES

From edge states, we will give two different types of mecha-
nism for realizing the π and ϕ0 junctions. In Sec. IV A the shift
of edge states in wave vector space, arising from the exchange
constants λF or λAF, is viewed as a key role for realizing the π

and ϕ0 junctions. However, in Sec. IV B the modified Fermi
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FIG. 5. (a)–(d) Andreev bound state level versus the phase
difference with different λF and λAF. The black and red lines belong
to the top edge while the green and purple lines belong to the bottom
edge. Ez is an arbitrary value below the critical electric field, EF is
placed in the gap, and the junction length L is 20 nm.

velocity of edge states, coming from the interaction between
the spin-orbit coupling λso and illumination parameter λω,
plays a vital role in the realization of the π and ϕ0 junctions.

A. Shift of edge states in wave vector space

If we neglect the off-resonant light, then Eq. (12) is written
as

ε = ±(T ) cos

(
φ

2
− sλF − λAF

h̄v′
F

L

)
. (20)

From the equation above, the levels of phase-dependent ABSs
in each edge are plotted with different parameters λF and λAF in
Fig. 5. In order to keep the topological edge states, the values of
lEz, λF, and λAF should be smaller than λso. The ABS levels in
Fig. 5(a) reproduce the results in Ref. [29] and are not affected
by Ez due to the time-reversal symmetry. When λF is applied,
the ABS levels in the bottom and top edges are not symmetric
about the point φ = π , but the shapes of entire ABS levels
are symmetric about φ = π , shown in Fig. 5(b). It is easy
to find that ABS levels ε = ±(T ) cos(φ

2 − sλF
h̄v′

F
L) with the

ferromagnetic exchange field in each edge. Then the sum of
ABS levels in each edge gives ε = ±(T ) cos( λF

h̄v′
F
L) cos(φ

2 ).
These are similar to the ABSs of the π junction when
cos( λF

h̄v′
F
L) < 0 [2]. When a ferromagnetic exchange field is

applied in an single edge, the ABSs are the same as the ones
in Ref. [18], showing a ϕ0 junction in which an anomalous
Josephson current, i.e., a finite Josephson current at the zero
phase difference, is generated. However, if λF is applied in
both edges, the other edge will suppress this ϕ0 junction
effect. But this suppression will become a cooperative effect
when an antiferromagnetic exchange magnetization is applied
in the normal region, shown in Fig. 5(c). This result can
be obtained from Eq. (20) easily. Interestingly, as shown in
Fig. 5(d), when λF and λAF are applied in the normal region

-kF kFqkF q-kF+ +

+-kF kF kFq q-kF +-kF kF

-kFq q-kF-

S N

0

0 0

00

0

(c)
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0
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(a)
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k kx x

EF EF

E E

-k kFF -k kFF

FIG. 6. (a) Schematic diagram for the dispersion relations of the
two edge states with the exchange field λF. The black dotted lines are
the pristine dispersion relation. The red and blue solid (dashed) lines
belong to the top (bottom) edge. (b) The possible pairing cases of
two electrons are shown in the superconducting and normal regions,
respectively. (c) and (d) The corresponding dispersion relations and
possible pairing cases in the presence of λAF. The black solid lines
denote the dispersion relations of the edge states with spin degeneracy.
Here the red circles in (b) and (d) represent the Fermi surface.

simultaneously, the superposition of ABS levels in two edges
gives ε = ±(T ) cos( λF

h̄v′
F
L) cos(φ

2 + λAF
h̄v′

F
L). If cos( λF

h̄v′
F
L) < 0,

the anomalous Josephson current will be reversed. All the
speculations from the ABSs will be verified in Figs. 6
and 7.

Similar to the case for the bulk states, before giving the
numerical results for Josephson current, we first make a
qualitative analysis by using the phenomenological theory.
According to the dispersion relation in Fig. 2 and Eq. (3), all
the possible pairing cases are shown in the superconducting
and normal regions in Fig. 6, respectively. In the normal region
applied by a ferromagnetic exchange field, shown in Figs. 6(a)
and 6(b), two electrons with opposite spins near the Fermi
surface constitute a Cooper pair with a nonzero center-of-
mass wave vector 2q = 2λF/h̄v′

F. Following the same method
introduced in Sec. III, the phenomenological macroscopic
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FIG. 7. (a) and (b) Josephson current and free energy versus the
phase difference are shown for the different parameters of λF and λAF,
respectively. The junction length L is 20 nm. The units for J and G

are e0/h̄ and 0, respectively.
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wave function modulated by the nonzero center-of-mass wave
vector is

�(x) = �↑↓ + �↓↑

= �0e
− x

ξ eiφs (ei2qx + e−i2qx)

= 2�0 cos(2qx)e− x
ξ eiφs . (21)

From the wave function above, we can obtain the same
Josephson current shown in Eq. (18). It is easy to find
that there is q = 0 in the absence of λF, which leads to
the normal Josephson current J ∼ sin φ. From these simple
analysis and discussion, we can draw a general conclusion
that the ferromagnetic exchange field applied in both edges
can induce a π junction. Likely, when λAF is applied in the
normal region, shown in Figs. 6(c) and 6(d), we have
the nonzero center-of-mass wave vector 2q = 2λAF/h̄v′

F and
the phenomenological macroscopic wave function is

�(x) = �↑↓ + �↓↑

= �0e
− x

ξ eiφs (e−i2qx + e−i2qx)

= 2�0e
−i2qxe

− x
ξ eiφs . (22)

Following the same process of calculations in the case of λF, we
obtain the phenomenological Josephson current in the short-
junction regime

J ∼ 4 sin(φ + 2qL)e− L
ξ . (23)

It is obvious that a ϕ0 junction is generated. These qualitative
results will be confirmed by the numerical calculations given
below.

From Eqs. (13) and (20), the phase-dependent Josephson
current is calculated with different λF and λAF in Fig. 7(a). The
π and ϕ0 junctions are shown clearly, which is consistent with
the qualitative analysis. We need to notice that L � h̄v′

F
0

≈
0.878 nm if 0 = 1 meV in the short-junction regime. This
seems difficult in experiment. Fortunately, L � 87.8 nm if
0 = 0.01 meV or L � 101.1(274.4) nm if 0 = 0.1 meV
and λso = 43(100) meV in germanene (stanene) [24]. In order
to show π and ϕ0 junctions clearly, the phase-dependent free
energy [37]

G = −kBT
∑

ln

[
2 cosh

( |ε|
2kBT

)]
(24)

is plotted with different λF and λAF in Fig. 7(b). In the presence
or absence of Ez, the Josephson junction is always the 0 junc-
tion due to the time-reversal symmetry. It becomes a π junction
when λF is applied in both edges. This can be speculated
by the critical current Jc ∼ cos( λF

h̄v′
F
L) = −0.031 < 0 derived

from Eqs. (13) and (20). When the antiferromagnetic exchange
magnetization is applied, a ϕ0 junction is generated and
ϕ0 = − 2λAFL

h̄v′
F

= 4.66 − 16π derived from Eq. (20). Similarly,

in the presence of λF and λAF, ϕ0 = π − 2λAFL
h̄v′

F
= 1.52 − 14π .

As the multiples of 2π make no difference, these analytical
results are well consistent with the numerical ones (ϕ0 = 4.74
and 1.6) in Fig. 7(b).

The above analysis and numerical calculations, in Figs. 6
and 7, are considered in the case that the external fields are
applied in both edges. In fact, we can change the position of
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FIG. 8. In the presence of λF (λAF), Josephson current and free
energy versus the phase difference are shown in (a) and (b) [(c) and
(d)] with different junction lengths, respectively. Here L1 = 20 in (a)
and (b) while λAF

h̄v′
F

(L1 + L2) = 8π in (c) and (d). The units for J and

G are the same as the ones in Fig. 7.

external fields and even the junction length artificially. It has
been discussed that the ferromagnetic exchange field applied
in a single edge could lead to a ϕ0 junction [18], while in
two edges we can here get a π junction. From Eq. (20), the
Cooper pairs through the top (bottom) edge will acquire an
additional phase +(−) 2λFL

h̄v′
F

. The two opposite phases offset
each other and lead to the disappearance of ϕ0 junction. But, if
the junction lengths of the bottom and top edges are not equal,
the offset will be suppressed and the ϕ0 junction survives. In
Figs. 8(a) and 8(b) we choose L1 (L2) as the junction length
of top (bottom) edge, and calculate the φ-dependent J and G

for different L1 and L2. Although the ferromagnetic exchange
field is applied in the both edges, the ϕ0 junction appears
and is shown in Fig. 8(b) clearly. In the same way, from
Eq. (20), if ε = ±(T ) cos(φ

2 + λAF
h̄v′

F
L2) = ±(T ) cos(φ

2 +
2pπ − λAF

h̄v′
F
L1) with p the integer, two opposite phases from

the two edges offset each other absolutely. In other words, if
λAF(L1 + L2) = 2pπ/h̄v′

F, the 0 and π junctions will appear
in the presence of λAF. The phase-dependent Josephson current
and free energy, shown in Figs. 8(c) and 8(d), confirm our
analysis.

B. Modification of Fermi velocity in edge states

The previous researches on the π and ϕ0 junctions are
focused on the translational dispersion relation without mod-
ifying the Fermi velocity [2,3,12,13,15,18]. The research on
the velocity-influenced Josephson junction has been lacking
and here it seems an opportunity to fill this gap. We will show
that the Fermi velocity of edge states can be modified by the
off-resonant light, in the absence of exchange constants λF and
λAF, and derive the ABS levels from Eq. (12) as

ε = ±(T ) cos

[
φ

2
− (EF − slEz)L

2h̄

(
1

vs
F

− 1

v̄s
F

)]
. (25)

195419-6



SILICENE-BASED π AND ϕ0 JOSEPHSON JUNCTIONS PHYSICAL REVIEW B 95, 195419 (2017)

-1
-2

0

1

2

-1.0

-0.5

0.0

0.5 1.00 1.5 2.0 0.5 1.00 1.5 2.0

     0.0
     0.5
     1.0
     1.5

λ  ω  
     0.0
     0.5
     1.0
     1.5

     lE  z

    E    F       =  0.5
     lE  z     =0.0 λ  ω  

    E    F        =  0.5
     lE  z     =0.0

    E    F     =0.0
     =0.5

λ  ω  
    E    F     =0.0

     =0.5

(a)

(c) (d)

(b)

-

-

f (π) f (π)

FIG. 9. Phase difference-dependent Josephson current [(a) and
(b)] and free energy [(c) and (d)] are shown in different EF, λω, and
lEz. The junction length and the units for J and G are the same as
the ones in Fig. 7.

It is found from this expression that a π (ϕ0) junction can be
generated by the interaction between the Fermi energy (electric
field) EF (lEz) and illumination parameter λω, as shown in
Fig. 9. More importantly, the electric or light fields-modulated
π and ϕ0 junctions is feasible in experiment.

We should point out that the helicity of the edge states
in silicene makes the edge state-supported Josephson current
different from the bulk state-supported Josephson current. In
fact, the position of Fermi energy is important for the Joseph-
son current, especially in the presence of an antiferromagnetic
exchange magnetization. If the Fermi energy is in the gap, then
the edge states-induced ϕ0 junction arises. When the Fermi
energy is lifted and enters into the bulk states, the Josephson
junction becomes a π junction. The switch between the ϕ0 and
π junctions can be realized by adjusting the Fermi energy.

V. EXPERIMENTAL MEASUREMENT

We consider that a silicene-based dc SQUID can be used to
observe the π and ϕ0 junctions here. The schematic diagram
is shown in Fig. 10(a). The constraint condition between
junctions 1 and 2 is [35]

(ϕa − ϕb) − (ϕc − ϕd) = 2π (�/�0), (26)

where �0 = hc/2e is the fluxon. The total supercurrent
through the ring is the sum of the supercurrents through the two
junctions. If the critical currents are equal in both junctions,
we obtain the total current

Jt = Jc[sin(ϕa − ϕb + ϕ1) + sin(ϕc − ϕd + ϕ2)], (27)

where ϕ1 and ϕ2 represent the additional phases in junctions 1
and 2, respectively. Using the trigonometric formula, we get

Jt = 2Jc cos(π�/�0 + ϕ/2) sin γ0, ϕ = ϕ1 − ϕ2,

γ0 = 1
2 (ϕa − ϕb + ϕ1 + ϕc − ϕd + ϕ2). (28)
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Φ (Φ)0
FIG. 10. (a) A schematic dc SQUID. (b) Magnetic flux-

modulated maximal interference current supported by edge states
in different parameters λF and λAF. The unit for J max

t is the same as
the one in Fig. 7.

It is no doubt that the maximal current through the dc SQUID
is

J max
t = 2Jc| cos(π�/�0 + ϕ/2)|. (29)

From Eq. (29), if ϕ = ϕ1 − ϕ2 = 0, i.e., the two junctions
are the same type, the π and ϕ0 junctions cannot be distin-
guished. The best strategy is that the one junction is a π or ϕ0

junction, the other is a 0 junction. However, the critical currents
in different junctions seem to be not equal, which is required to
calculate J max

t numerically. In Fig. 10(b), one can find that the
interference pattern of Josephson current in 0 − π (0 − ϕ0)
SQUID is different from the one in 0-0 SQUID distinctly.
Certainly it is easy to infer that the π junction arising from the
bulk states and the ϕ0 as well as π junction coming from the
modified Fermi velocity have the same interference pattern
as the one shown in Fig. 10(b). The theoretical calculations
provide a reference for experiment.

VI. CONCLUSIONS

In summary, we have studied the Josephson effect in a
silicene-based Josephson junction modulated by a perpendic-
ular electric field, an antiferromagnetic exchange magnetiza-
tion, a ferromagnetic exchange field, and an off-resonant light,
applied in the middle region of the Josephson junction.

In the case of the bulk states, the valley polarization
from the interaction between the antiferromagnetic exchange
magnetization and spin-orbit coupling leads to a π junction,
which is different from the case of spin polarization from the
ferromagnetic exchange field.

In the case of the edge states, there are two different
types of mechanism, the translational dispersion and the
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modified Fermi velocity are effective for realizing the π and
ϕ0 junctions. For the first mechanism, when a ferromagnetic
exchange field is applied in both edges, a π junction is
generated while an antiferromagnetic exchange magnetization
induces a ϕ0 junction. Interestingly, if the junction lengths
of the bottom and top edges are not equal, junction length-
dependent additional phases from two edges will lead to an
anomalous phenomenon that the ferromagnetic exchange field
(antiferromagnetic exchange magnetization) induces a ϕ0 (π )
junction. For the second mechanism, a π junction can be
generated by the interaction between the Fermi energy and
the off-resonant light. Meaningfully, a ϕ0 junction can be
manipulated simply by an electric field.

It is proposed that a silicene-based dc SQUID can be used
to testify the π and ϕ0 junctions. Our findings reveal the
difference between the bulk states and topological edge states
on the superconducting transport, and provide an alternative
approach for realizing the π and ϕ0 junctions.
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