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Thermal conductance of interfaces with amorphous SiO2 measured by time-resolved magneto-optic
Kerr-effect thermometry
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We use time-resolved magneto-optic Kerr effect and ultrathin Co/Pt transducer films to perform thermal-
transport experiments with higher sensitivity and greater time resolution than typically available in studies of
interfacial thermal transport by time-domain thermoreflectance. We measure the interface conductance between
Pt and amorphous SiO2 using Pt/Co/Pt ferromagnetic transducer films with thicknesses between 4.2 and 8.2 nm
and find an average value of GPt ≈ 0.3 GW m−2 K−1. This result demonstrates that interfaces between metals
and amorphous dielectrics can have a conductance corresponding to Kapitza lengths of the order of 4 nm, and are
thus of relevance when engineering nanoscale devices. For thin SiO2 layers, our method also provides sensitivity
to the interface conductance between SiO2 and Si and we find GSi = 0.6 GW m−2 K−1 as the lower limit.
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I. INTRODUCTION

Thermal transport across interfaces plays a key role in
the thermal management and engineering of nanocomposites,
nanoelectronics, and the next generation of magnetic data
storage [1,2]. However, the challenges associated with mea-
suring heat flows and temperature have hampered the field
of thermal science at the nanoscale from achieving the same
level of understanding and control as exists in electronics and
photonics [3,4].

The interface thermal conductance G is a linear transport
coefficient that describes the heat flux J crossing an interface
for a given temperature difference �T between the distribu-
tions of heat carriers incident on the two sides of the interface,
J = G�T [5]. G has been studied for interfaces between
metals and dielectrics or metallic crystals and for metal-liquid
interfaces [3,6]. For interfaces between crystals, the value
of G is typically discussed in the context of scattering of
well-defined phononic or electronic modes at the interface
governed by interfacial bonding, disorder, and differences in
the elastic constants or densities of states [7]. For interfaces
with liquids, G is usually explained by molecular interactions
at the interface and the overlap of densities of states.

In amorphous materials, only phonons near the zone center
have well-defined wave vectors and the majority of the
vibrational states that are important for heat transport lack
coherence. The conduction of heat in an amorphous material
can be described by a random walk of vibrational energy [8,9].
This fundamental difference in the heat carriers in amorphous
and crystalline materials raises the question if conventional
models for the interfacial thermal conductance can be applied
reliably to boundaries with amorphous materials. Due to
limited experimental accessibility, thermal transport at a
boundary between a metal and an amorphous dielectric has
not received much attention.
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Well-established methods for studying thermal prop-
erties of interfaces are time-domain thermoreflectance
(TDTR) [3,10] and frequency-domain thermoreflectance
(FDTR) [11,12]. They are pump-probe techniques that mea-
sure the temperature response of a metal transducer to pulsed
laser heating. Changes in the intensity of reflected laser probe
pulses contain information about the thermal properties of
the sample underneath the transducer. The sensitivity of a
TDTR measurement to the interface conductance depends on
the thermal mass (product of thickness h and volumetric heat
capacity C) of the transducer. To separate the conductance
G of an interface from the bulk thermal conductivity � of
a sample underneath the transducer, h should not be large
compared to the Kapitza length LK = �/G. For SiO2 and
a typical conductance value of G = 150 MW m−2 K−1, this
means a transducer should not be significantly thicker than
10 nm. However, TDTR and FDTR require optically opaque
transducers to avoid spurious thermoreflectance signals gener-
ated by the temperature field and changes in optical constants
in the sample under the transducer [13]. In most cases, the
requirement of an optically opaque metal-film transducer
limits the transducer thickness to h > 50 nm and the sensitivity
of TDTR or FDTR to the conductance G of interfaces with
low thermal conductivity materials is typically small, on the
order of �

hG
.

Nevertheless, there are a few prior reports of conductance
values for metal/SiO2 interfaces measured by TDTR or FDTR.
O’Brien et al. [14] studied bonding-induced thermal conduc-
tance enhancement for Cu/SiO2 interfaces using TDTR and
Cu transducers with thicknesses between 38 and 98 nm. They
report a conductance value of GCu = 90 ± 15 MW m−2 K−1

for untreated interfaces, and an up to fivefold enhancement
of the conductance after chemical functionalization. For
Al/SiO2 interfaces conductance values reported range from
100 to 150 MW m−2 K−1 measured with 100-nm-thick Al
transducers [12,15]. In the later publications no systematic
uncertainties are given. All these experiments do not provide
sufficient sensitivity to quantify G with low uncertainties.
Reason for this is that the thermal mass of an optically thick
transducer in combination with the low thermal conductivity
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of amorphous SiO2 samples results in a negligible temperature
drop across the interface. At low frequencies or for thin SiO2

layers on Si, the effective thermal conductivity of the sample
is reduced. This results in an increase of the sensitivity with
respect to G. However, as uncertainties add in quadrature and
additional sample parameters (thickness of the oxide layer,
conductance of the SiO2/Si interface, and thermal conductivity
of Si) have to be considered, the effective uncertainty does not
actually decrease.

To gain better sensitivity than provided by conventional
TDTR experiments, we replace the optically thick metal-
transducer layer by a magnetic thin film with greatly reduced
thermal mass. Instead of thermoreflectance, we rely on the
transient polar Kerr rotation to selectively probe the tempera-
ture of the magnetic transducer and avoid artifacts created by
the temperature distribution in the sample underneath.

In an earlier publication, we used a 20-nm-thick Co/Pt
multilayer transducer on 300-nm-thick SiO2 on Si and reported
the value GPt = 180 ± 20 MW m−2 K−1 [16]. In this study,
both G and � were treated as free parameters and adjusted
simultaneously. This approach led to an underestimation of
the error in G due to the dominance of the sensitivity to �.
Assuming 5% uncertainty in the heat capacity of the transducer
film and 5% uncertainty in the thermal conductivity of the
oxide, the results should read GPt = 180 ± 100 MW m−2 K−1.
Here, we refine this approach by using Co/Pt transducers as
thin as 4.2 nm and determine the conductance GPt between Pt
and SiO2 with a significantly reduced uncertainty.

In principle, our time-resolved magneto-optic Kerr-effect
(TR-MOKE) method also provides access to the conductance
GSi of SiO2/Si interfaces for which similar sensitivity consid-
erations apply as for metal/SiO2 interfaces. GSi values reported
to date vary by orders of magnitude. For example, values
of 12–20 MW m−2 K−1 were measured by TDTR and FDTR
using 100-nm-thick Al transducers [12,15], while Hurley
et al. estimate a conductance of 0.4 GW m−2 K−1 based on
time-resolved thermal wave microscopy [17]. Thus, we also
measure the conductance GSi of the SiO2/Si interface on a
sample with a 26-nm-thin SiO2 layer on Si.

Sections II A and II B provide information about the
samples and our experimental setup. Thermal modeling and
data analysis are presented in Sec. II C. A detailed discussion
of sensitivities of TDTR and TR-MOKE experiments is given
in Sec. II D. Section III presents our experimental results
including reference measurements on sapphire.

II. METHOD

A. Sample details

Amorphous SiO2 films with thicknesses of 26 and 440 nm
were grown on p-type Si 〈001〉 wafers in a furnace at 1000 ◦C
in ambient atmosphere. SiO2 thicknesses were measured by
ellipsometry.

Co/Pt thin-film transducers with total thicknesses of 4.2,
5.5, and 8.2 nm were deposited at room temperature at a
base pressure below 2 × 10−9 mbar: Pt seed layers with
thicknesses between 0.8 and 3.5 nm were grown via ion-beam
sputtering utilizing an electron cyclotron resonance (ECR)
source. Subsequently, in situ dc magnetron sputtering was
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FIG. 1. (a) Schematic of Co/Pt transducer films on SiO2/Si
samples. (b) Hysteresis of Co/Pt thin films with total thicknesses
of 4.2 nm (red), 5.5 nm (green), and 8.2 nm (blue) on 440-nm SiO2

measured by polar magneto-optic Kerr effect at a wavelength of
λ = 635 nm. The magnetic field was applied along the easy axis
perpendicular to the sample plane.

employed to deposit approximately 1 nm of Pt, a 0.7-nm-thick
Co layer, and a between 1.7- and 3-nm thick Pt capping layer
to prevent oxidation [18,19]. For reference measurements a
sapphire (0001) substrate was added to the deposition of 4.2 nm
Co/Pt. Furthermore, a sapphire (0001) substrate was coated
with 43 nm of Pt by ECR sputtering for TDTR.

Co/Pt and Pt film thicknesses were determined by
x-ray reflectivity. Some samples were also characterized by
Rutherford backscattering spectrometry to confirm thicknesses
and composition. Details for individual samples are listed
in Tables II and III in the Appendix. Figure 1(a) depicts a
schematic of our samples. Pt forms a smooth interface with
the underlying SiO2 substrate. The roughness is approximately
0.2 nm, so on the order of one monolayer, the intermixing
region is approximately 0.4 nm [19]. All Co/Pt films have
perpendicular magnetic anisotropy, a remanence of one, and
coercive fields between 6 and 18 mT [compare Fig. 1(b)].

B. Setup

We use an experimental setup with two detection schemes
for TDTR and TR-MOKE measurements (see Fig. 2). The
laser emits pulses with a full width at half-maximum (FWHM)
spectral width of approximately 10 nm centered at 783 nm.
Duration of correlated pump and probe pulses is approximately
1.2 ps. Pump and probe beams are split by a polarizing
beam splitter (PBS) and separated spectrally using ultrasteep
edge filters, namely, a long-pass filter in the pump path and
short-pass filters in the probe path [20]. The pump beam is
modulated at a frequency f of approximately 11 MHz by
an electro-optic modulator (EOM) and the probe beam is
modulated at 200 Hz by a mechanical chopper to suppress
background signals at 10 MHz, e.g., signals originating from
coherent pickup. Time delay between pump and probe pulses
is varied from −25 ps to 3.6 ns using a mechanical delay
stage. Both beams are focused on the sample by an objective
lens to a 1/e2 radius of 11 μm. We use low fluences of
approximately 0.07 J m−2 for both pump and probe beam,
resulting in transient per-pulse heating on the order of 10 K.
The reflected beams are split by a nonpolarizing beam splitter
(BS) to detect both TDTR and TR-MOKE signals. For TDTR
detection, the reflected pump light is removed by a PBS and
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FIG. 2. Experimental setup. Pump and probe beam paths are split
by polarizing beam splitters (PBS) and spectrally using short-pass
(blue) and long-pass (orange) filters. Time-domain thermoreflectance
(TDTR) is measured with a Si photodiode. Part of the beams reflected
from the sample is redirected by a beam splitter (BS) towards a
balanced photodetector to measure the time-dependent changes in
Kerr rotation (TR-MOKE).

a short-pass filter identical to the one in the probe path. The
probe beam is focused on a Si photo diode (PD). A low-pass
filter removes higher harmonics before the output of the PD
is measured by a radio-frequency lock-in amplifier at 11 MHz
and subsequently by an audio-frequency lock-in amplifier at
200 Hz. For TR-MOKE detection the reflected pump light is
blocked by an ultrasteep edge short-pass filter before the probe
beam passes through a λ/2 plate and is split into orthogonally
polarized components by a Wollaston prism. The λ/2 plate
is adjusted such that both beam components focused onto a
balanced photodetector (BPD) have approximately the same
intensity. Transient changes in the polarization of the probe
beam are proportional to changes in the relative intensities
detected by the BPD. The radio-frequency output of the BPD
is measured the same way as TDTR using a band-pass filter
after the BPD.

In case of nonperfect balancing with the λ/2 plate, ther-
moreflectance signals overlap the transient Kerr rotation. To
isolate the TR-MOKE signal we subtract the in-phase and out-
of-phase signals recorded for oppositely aligned magnetization
states of the Co/Pt transducers before analyzing the ratio
signal −Vin/Vout = −(V +

in − V −
in )/(V +

out − V −
out) as illustrated

in Ref. [16]. Given the magnetic properties of our samples
(compare Fig. 1) the magnetic field of approximately 400 mT

provided by a NdFeB permanent magnet is sufficient to invert
the direction of the magnetization of the Co/Pt transducer.
Our “triple-modulation” approach (in addition to modulating
pump and probe beam we modulate the magnetic state of the
sample) makes TR-MOKE thermometry less prone to error as
it ensures getting rid of offsets which can significantly affect
TDTR experiments.

All measurements were done at remanence and room
temperature.

C. Thermal model and data analysis

We analyze the ratio Rdata = −Vin/Vout using a multilayer
heat diffusion model [21]. Analyzing the ratio instead of
Vin alone corrects for nonidealities in the experiment such
as laser power fluctuations and variations in pump-probe
overlap with delay time [22]. A thermal model is fitted to
the data in the delay-time range of highest sensitivity with
respect to the interface thermal conductance [30–500 ps for
GPt, compare Fig. 4(b)] by minimizing the sum of variances
σ = ∑

[(Rmodel − Rdata)/Rdata]2.
Table I summarizes all parameters including assumptions

about the uncertainties that are used as inputs to the thermal
model. Each layer of the sample is described by three
parameters: thermal conductivity �, volumetric heat capacity
C, and thickness h. Interfaces are modeled by layers with small
heat capacity and thickness.

Given the small thermal masses of our Co/Pt transducers,
adsorbates on the sample surface can notably add to the effec-
tive heat capacity of the transducer and have to be considered
in our thermal model. Under normal environmental conditions
as they were present during our experiment, hydrocarbons
and water get adsorbed on the surface of solids [23]. The
thickness of the water layer is known to be in the nanometer
range and depends on the humidity of the ambient air and the
conditions of the surface as oxidation state and carbonaceous
contamination [24,25].

We empirically define Cad as the heat capacity of adsorbed
water and hydrocarbons, and accordingly add a transparent
layer on top of the Co/Pt transducer. It does not matter how
exactly we model this layer, as our thermal model only depends
on the total heat capacity per unit area. We assign it a thickness
of 1 nm and adjust the volumetric heat capacity.

Cad is estimated by simultaneously fitting the volumetric
heat capacity of this layer and the conductance GPt between
Co/Pt transducer and SiO2. Figure 3 shows contour plots
obtained for 8.2 nm (blue), 5.5 nm (green), and 4.2 nm (red)

TABLE I. Parameters for model calculations and fitting of
experimental data. h: layer thickness, �: thermal conductivity,
C: volumetric heat capacity. Co/Pt films are treated as one layer.

h (10−9 m) � (W m−1 K−1) C (106 J m−3 K−1)

Adsorbate 1 2 2.8 ± 0.6
Co/Pt 4.2/5.5/8.2 ± 5% 20 2.97/2.94/2.90
SiO2 26 ± 1/440 ± 10 1.31 ± 0.06 1.65
Si ∞ 130 ± 7 1.61
Pt 43 ± 3 32 2.82
Al2O3 ∞ 35.5 ± 2 3.1
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FIG. 3. Contour intervals marking the best agreement between
TR-MOKE data and thermal model simultaneously adjusting con-
ductance GPt between transducer and sample and heat capacity Cad of
adsorbates. For the 4.2-nm Co/Pt film on 26-nm SiO2/Si (orange) the
contour is much wider compared to the Co/Pt films on 440-nm-thick
oxide (others). The reason for this is the increased noise in the data
arising from the smaller out-of-phase signal due to the higher thermal
conductivity of the substrate.

Co/Pt on 440-nm SiO2, as well as 4.2-nm Co/Pt on 26-nm SiO2

(orange). Lines include all combinations of the free parameters
GPt and Cad for which σ � 2σmin, where σmin is the minimum
of the sums of variances.

Considering the centers of the contours which mark the
best fits, we find an average of Cad = 2.8 mJ m−2 K−1 and
use this value for the analysis of all Co/Pt and Pt samples. The
standard deviation in the best-fit values is only 15%. However,
we assume an uncertainty of 20% in Cad to account for the
uncertainty due to noise in the data which is reflected in the
width of the contours.

The approach of considering an additional heat capacity
to account for surface properties is not uncommon. Using
Al transducers requires the addition of a heat capacity of
CAl = 7.3 mJ m−2 K−1 to obtain the right answer in TDTR
experiments. The smaller value Cad = 2.8 mJ m−2 K−1 we
find for Pt seems reasonable considering the different nature
of the additional heat capacities. Al oxidizes, while Pt is
comparably inert and we do not expect oxidation given our
experimental conditions. Differences in surface oxidation lead
to different degrees of contamination with hydrocarbons and
water. Heating our samples to 100 ◦C in a vacuum of 4 × 10−4

mbar did not significantly alter Cad. The inevitable presence
of carbonaceous contamination leads to a certain degree of
chemisorption of water that is hard to remove [23]. Gradual
chemisorption would also explain why we do not see a
significant increase of Cad after six months, independent of
how the samples were stored (N2 atmosphere or ambient
conditions). Mass gain by carbonaceous contamination is
diffusion limited and does not saturate [24]. This is the reason
for the mass increase of kg-mass standards over the course
of years, and in analogy an eventual increase in Cad has to
be expected.

Volumetric heat capacities of Co/Pt layers are calculated
based on composition assuming CCo = 3.73 × 106 J m−3 K−1

and CPt = 2.82 × 106 J m−3 K−1. For the cross-plane thermal
conductivity of Co/Pt we assume an approximate value of

20 W m−1 K−1 which is not of relevance for the results
reported here. For the 43-nm-thick Pt film we determine an
in-plane electronic contribution of 25 W m−1 K−1 from sheet
resistance measurements using the Wiedemann-Franz law and
add 7 W m−1 K−1 to account for the theoretical contribution
from the lattice [26].

In our thermal model, heat is deposited in the center of
the Co/Pt transducer layer (or at a depth of 11 nm in the
43 nm thick Pt film on Al2O3) to account for the fact that
heat is deposited throughout the penetration depth of the laser
light, and then spreads bidirectionally, down into the SiO2/Si
(Al2O3) substrate and up into the top layer that represents
adsorbates.

Our thermal model does not require quantitative knowledge
of the optical absorption in a sample. However, we model the
absorption in our samples to estimate temperature excursions
in our experiments. Furthermore, understanding how the
thicknesses of the Co/Pt and SiO2 layers determine absorption
A, reflectance R, and magneto-optic Kerr rotation θK helps to
optimize the sample design (see Appendix, Sec. B for details).
The laser power was selected such that the average heating
of the transducer by a single optical pulse is between 10 and
18 K. As all our Co/Pt transducers are not opaque, part of
the laser light is absorbed in the Si substrates. However, the
optical penetration depth in Si is large, and even if the entire
laser power was absorbed by the Si substrate the temperature
rise would be below 0.1 K and can thus be neglected in the
thermal modeling.

We measured the static Kerr rotation θK between room
temperature and 100 ◦C to confirm that the change in Kerr
rotation is, to a good approximation, proportional to the
change in temperature. Knowing the temperature excursion by
a pump optical pulse we can also determine the temperature
dependence of the magneto-optic Kerr rotation from the
in-phase signal of a TR-MOKE measurement. For the 4.2-nm
Co/Pt on 440-nm SiO2 sample we find a constant value of
dθK/dT = −1.2 ± 0.2 × 10−5 rad K−1 at 30 ◦C, 70 ◦C, and
100 ◦C and conclude that the linearity of the TR-MOKE signal
required for thermometry is given for the transducers under
investigation. Table III summarizes the averaged dθK/dT and
θK values at room temperature for all samples studied. dθK/dT

is, to a good approximation, proportional to θK. We find an
average ratio of θK

dθK/dT
= 485 ± 25 K.

D. Sensitivities in TDTR and TR-MOKE thermometry

The thermal penetration depth d =
√

�
Cπf

in a material

with volumetric heat capacity C and thermal conductivity �

is determined by the modulation frequency f of the EOM. We
refer to a sample as “thermally thick” if its thickness is larger
than d. For amorphous SiO2, d ≈ 270 nm at f = 11 MHz.
This means that the thermal conductance of the SiO2/Si
interface and the thermal conductivity of Si are not important
in experiments using 440-nm-thick SiO2.

To describe the sensitivity of the measurement signal to
properties of the materials at depths shorter than the thermal
penetration depth, we define sensitivity coefficients Sα as the
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FIG. 4. (a) Sensitivity coefficients with respect to interface
conductance GPt (red), transducer thickness hPt (blue), and thermal
conductivity �SiO2 (orange) versus delay time t for a 5-nm-thick
Pt transducer on thermally thick oxide. Simulation parameters are
listed in Table I, GPt = 0.25 GW m−2 K−1. (b) Maximum sensitivity
coefficients Smax at delay time of maximum sensitivity tmax calculated
for various thicknesses hPt.

logarithmic derivative of the negative of the ratio signal:

Sα = ∂[ln(−Vin/Vout)]

∂[ln(α)]
, (1)

where α is a parameter in the thermal model [27].
Figure 4(a) depicts the delay-time dependence of S with

respect to the transducer thickness hPt (blue), the conductance
GPt = 0.25 GW m−2 K−1 (red), as well as the thermal conduc-
tivity �SiO2 (orange) for a 5-nm-thin Pt transducer on thermally
thick SiO2. As in a conventional TDTR measurement, the
sensitivities of the ratio signal to the thickness (ShPt ) and to the
volumetric heat capacity (SCPt , not shown, identical to ShPt ) of
the transducer are large, close to unity at short delay times.

Figure 4(b) illustrates how the sensitivities with respect
to GPt, hPt, and �SiO2 depend on the thickness hPt of the
transducer film. As S changes with delay time between pump
and probe pulses, we plot the peak sensitivities Smax versus
hPt. The black line indicates the delay times tmax at which
the sensitivity to the conductance GPt reaches the maximum
value Smax.

A characteristic time scale for the measurement is the time
required for heat to diffuse a distance in SiO2 that is equal to the
Kapitza length, τD = L2

KCSiO2/�SiO2 . The sensitivity to GPt is
at a maximum for delay times comparable to τD although the
exact position of the maximum is also a function of hPt relative
to LK.

For a typical, 90-nm optically thick Pt transducer, the peak
sensitivity to GPt is Smax ≈ −0.01 and occurs at a delay time of
tmax = 2 ns. This means a 100% variation in G would change
the ratio signal −Vin(tmax)/Vout(tmax) by 1%. Reduction of the
transducer thickness leads to a significant increase in Smax,
as the temperature change and thus the signal change for a
given amount of heat diffusion across the Pt/SiO2 interface is
bigger the smaller the thermal mass of the transducer. To gain
reasonable sensitivity of |S| � 0.1, the transducer thickness
has to be on the order of the Kapitza length LK = �SiO2/GPt

in SiO2, which is approximately 5 nm for a conductance of
GPt = 250 MW m−2 K−1.

An uncertainty uα in a model parameter α propagates into
the uncertainty uβ of a free parameter β according to uβ =
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FIG. 5. Data measured by time-domain thermoreflectance
(TDTR, open squares) with 4.2-nm Co/Pt (blue) and with 43-nm Pt
(black) transducer, and by time-resolved magneto-optic Kerr effect
(TR-MOKE, blue circles) with 4.2-nm Co/Pt transducer on Al2O3.
(a) Normalized in-phase signals. (b) Ratio signals, blue squares are
multiplied by −1 as ratio is negative. Red lines are the best fits
obtained using the interface conductance G between Pt and sapphire
as only free parameter. Model parameters are listed in Table I.
Cad = 2.8 mJ m−2 K−1 was considered for both samples.

uα
Sα

Sβ
. Uncertainties arising from different model parameters

add in quadrature. The experimental uncertainty in GPt based
on 5% uncertainty in both hPt and �SiO2 is 80% using a
90-nm-thick transducer film, 12% for a 10-nm transducer, and
6% for a 5-nm-thin transducer. Here, we only considered the
Smax values. For the analysis of our data we consider the maxi-
mum of each sensitivity coefficient within the entire fitted time
range as well as additional sources of uncertainty as the heat
capacity of water and hydrocarbons adsorbed on the surface of
the sample.

III. RESULTS AND DISCUSSION

A. Comparison of TDTR and TR-MOKE data
for sapphire samples

To test our experimental approach, we compare TDTR and
TR-MOKE measurements done with a 4.2-nm-thin Co/Pt film
on sapphire, as well as a reference TDTR measurement using
a 43-nm-thick Pt film on the same Al2O3 substrate. Figure 5(a)
displays normalized in-phase signals for short time delays t

between pump and probe laser pulses. The difference in TDTR
traces (open squares) arises from the fact that the electronic
contribution to the thermoreflectance, which leads to a small
peak in the Pt data (black) at delay times around 1 ps, is
negligible for the 4.2-nm-thin Co/Pt transducer (blue).

TR-MOKE (full blue circles) probes the magnon tempera-
ture. We see the characteristic ultrafast demagnetization peak
at ≈1 ps, which looks the same for all Co/Pt samples studied.
Magnons, electrons, and phonons are thermalized at delay
times >2 ps due to strong electron-magnon coupling, strong
electron-phonon coupling, and the small heat capacity of the
magnons at temperatures far away from the Curie point [28].

The time it takes for a transducer to reach equilibrium
determines the shortest time delay at which our thermal model
can be fitted to the experimental data. In TR-MOKE experi-
ments using ultrathin magnetic films as transducers it can be
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limited by either the thermalization times between the thermal
reservoirs or by the time it takes to establish a homogeneous
temperature distribution across the thickness of the transducer.
Close to the Curie temperature TC, the magnetic heat capacity
increases. This slows down the demagnetization process and
can lead to thermalization times of up to 100 ps [28]. Due to
the magnetic properties of Co/Pt films and the small transient
heating by our laser pulses (≈10 K), our experiments are
conducted well below TC.

Red lines in Fig. 5(b) are the fits obtained adjusting the
interfacial thermal conductance G between Pt and Al2O3 as
only free parameter in our thermal model. The results are
in agreement within the uncertainty of our measurements.
We find G = 170 ± 10 MW m−2 K−1 analyzing TR-MOKE
data for 4.2-nm Co/Pt (blue circles) and G = 145 ± 15 MW
m−2 K−1 analyzing TDTR data for 43-nm Pt (black squares).
The shortest delay times fitted are 10 and 100 ps, respec-
tively. For both samples, an adsorbed layer with Cad = 2.8 ±
0.6 mJ m−2 K−1 was considered in the thermal modeling.

TR-MOKE selectively probes the magnon temperature of
a ferromagnetic transducer layer. TDTR, on the other hand,
probes the phonon and electron temperatures of all regions
within the penetration depth of the laser light. Even in case
of a transparent sample as Al2O3, which does not contribute
much to the thermoreflectance signal, an opaque transducer is
essential in TDTR experiments. To demonstrate this, we also
plot the TDTR ratio signal measured with the 4.2-nm-thin
Co/Pt film [see blue squares in Fig. 5(b)]. The ratio is
negative which is not possible if the thermoreflectance signal
is dominated by the changes in the temperature of the Co/Pt
film. On SiO2/Si substrates we find that a Pt thickness
of 50 nm (corresponding to approximately five times the
optical penetration depth) is required to guarantee that TDTR
and TR-MOKE ratios are identical after equilibration of the
transducer (data not shown).

B. Thermal conductance of Pt/a-SiO2 interfaces

Thermal conductance GPt of Pt/a-SiO2 interfaces was mea-
sured on four different samples with thin Co/Pt transducers.
TR-MOKE data and fit curves are presented in Fig. 6(a) for
4.2-, 5.5-, and 8.2-nm Co/Pt on 440-nm SiO2, as well as
in Fig. 8 for 4.2-nm Co/Pt on 26-nm SiO2. Considering
the sensitivity each sample provides with respect to GPt we
find an average value of GPt = 310 ± 50 MW m−2 K−1.
Here, the error originates from the scattering of best-fit
results for the individual samples and does not represent an
experimental uncertainty based on model parameters which is
larger [compare Fig. 6(b)].

Figure 6(b) summarizes our results and compares them to
the work of Liu et al. which provided the highest sensitivity
to a comparable interface prior to this work. Experimental
advancement through using transducers of greatly reduced
thermal mass is reflected in the width of error bars. By using
4.2-nm-thin transducers, the uncertainty can be reduced down
to approximately 20%, compared to 60% uncertainty when
using 20-nm-thick Co/Pt films. Note that the advancement
is masked by the fact that values for S with respect to GPt

as well as to other experimental parameters (most critically
�SiO2 ) depend on the absolute conductance values measured.
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FIG. 6. (a) TR-MOKE ratio data versus delay time t measured
using Co/Pt transducers with thicknesses of 4.2 nm (red), 5.5 nm
(green), and 8.2 nm (blue) on 440-nm (thermally thick) SiO2. Black
lines are fits of thermal models to the data obtained treating GPt as
only free parameter and considering an adsorbed layer with a heat
capacity of Cad = 2.8 mJ m−2 K−1. Black numbers are conductances
in MW m−2 K−1. (b) Results for conductances from this work [orange
point for 4.2-nm Co/Pt on 26-nm SiO2, other color coding as in panel
(a)] and data by Liu et al. [16]. All error bars are calculated assuming
same relative uncertainty in experimental parameters.

The higher the interface conductance, the more difficult it is
to separate its contribution from the conductivity of the SiO2.

The values we measure for the interface conductance GPt

between metal and an amorphous material are higher than the
ones reported for comparable interfaces to date [12,14,16].
As shown both experimentally and in molecular dynamics
simulations, conductance can be significantly increased by
enhancing interfacial bonding [14,29,30]. Bonding at the
interface between a metal and a–SiO2 can be weakened by
layers of contamination adsorbed on the oxide surface. Based
on the results of earlier studies [18,19], we believe that the
Pt/SiO2 interface is relatively free of such contamination
layers because we use the electron-cyclotron resonance (ECR)
sputtering technique to deposit the first part of the Pt seed layer
on SiO2 (followed by an additional 1-nm Pt by magnetron
sputtering). During ECR sputter deposition high-energy Ar+

ions (�1.2 keV) reflected at the target bombard the surface
of the SiO2 substrate and remove contamination. Pt atoms
impinge the surface with kinetic energies of ≈ 30 eV [19].
This enhances bonding and potentially drives some degree of
intermixing of atoms at the interface [18].

Since in a metal heat is mainly carried by electrons and in
amorphous SiO2 it is carried only by vibrational modes, the
effective conductance can be considered as the series of two
thermal resistances. The conductance value GPt we measure is
thus given by GPt = 1/(G−1

el-ph + G−1
vib). Assuming a coupling

constant of g = 4.2 × 1017 W m−3 K−1 [31], Gel-ph = g h

yields approximately 2 GW m−2 K−1 and higher for our
samples. The vibrational energy transfer across the interface
is thus the main source of thermal resistance.

For a crystalline material, the corresponding conductance
Gvib is given by Gvib = 1

4

∑
j

∫
tωvωcωdωj [5,32] where

vω are the group velocities and cω are the heat capacities
of phonons with frequency ωj and polarization j . cω =
h̄ωDω∂nω/∂T , where Dω is the density of states, n is
the Bose-Einstein distribution function. We define a maxi-
mum conductance value Gmax for a material by setting the
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FIG. 7. TR-MOKE ratios normalized by models for Cad =
0 mJ m−2 K−1, no Pt/SiO2 interface, and no adjusted parameters to
highlight deviations between data and model curves. Data points
and black curves are same as in Fig. 6(a). Dashed lines are
models representing experimental uncertainties. Red lines are best fits
obtained not considering the additional heat capacity of adsorbates.
Cad values are in mJ m−2 K−1, numbers next to model lines are
conductance values GPt in MW m−2 K−1. Green model line in (a)
includes an interface with conductance Gad = 400 MW m−2 K−1

between Co/Pt transducer and adsorbed layer.

transmission coefficient t = 1. Gmax for an interface is de-
termined by the material that has the lower intrinsic Gmax

value. Following the calculation described in Ref. [32], we
obtain a theoretical value of Gmax = 0.9 GW m−2 K−1 for
Pt. For interfaces between metals and dielectric crystals, the
experimental values for G typically lie around Gmax/3, and
up to Gmax/2 for strongly bonded interfaces. The values we
measure fall into this range.

C. Thermal model and the role of adsorbates

To better see deviations between model curves and experi-
mental data, we plot the data for 4.2- and 8.2-nm Co/Pt shown
in Fig. 6(a) again in Figs. 7(a) and 7(b), normalizing all curves
to models with the thermal resistance of the Pt/SiO2 interface
and the additional heat capacity Cad due to adsorbates set to
zero. All model parameters are listed in Table I. As discussed
in Sec. II C, we use contour plots (compare Fig. 3) to estimate
the heat capacity of adsorbed hydrocarbons and water and
add the averaged value of Cad = 2.8 ± 0.6 mJ m−2 K−1 to the
thermal model for all samples. Black lines in Fig. 7 are the
same fit curves as in Fig. 6(a) obtained treating GPt as the only
remaining free parameter. Dashed black lines are model curves
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FIG. 8. TR-MOKE ratio data measured with 4.2-nm-thin Co/Pt
transducers on 26-nm SiO2. Thermal models include an adsorbed
layer with a heat capacity of Cad = 2.8 mJ m−2 K−1 added on top
of the Co/Pt. Conductance GPt = 320 ± 110 MW m−2 K−1 of the
Pt/SiO2 interface was fitted between 30 and 500 ps. Black numbers
are conductances GSi between SiO2 and Si in MW m−2 K−1 fitted
between 800 and 3600 ps. All curves are normalized by models for
Cad = 0 mJ m−2 K−1 and no Pt/SiO2 and SiO2/Si interfaces.

representing the error bars based on uncertainties in the model
parameters.

For comparison, we also plot the best fits obtained neglect-
ing the additional heat capacity due to an adsorbed layer and
treating GPt as only free parameter (see red lines in Fig. 7). Not
considering Cad reduces the thermal masses of the transducers
and thus remarkably increases the sensitivity to GPt, especially
for the 4.2-nm sample. Consequently, we see a notable
deviation of the normalized curves from one (representing
the model for infinite conductance), even though the fitted
conductance values are higher than 600 MW m−2 K−1. The
delay time of highest sensitivity to GPt is at approximately
20 ps, compared to 80–100 ps for the models including an
adsorbed layer. Comparison to the curvature in our data clearly
underlines the validity of our thermal model considering the
additional heat capacity.

The green line in Fig. 7(a) is a model considering the
interface between Co/Pt transducer and adsorbed layer as
additional free parameter. Adjusting GPt and the conductance
Gad of this interface at delay times between 10 and 500 ps
yields GPt = 250 MW m−2 K−1 and Gad = 400 MW m−2 K−1.
Introducing this interface does not significantly change the
result of our thermal analysis. However, the fit between
model curve and data clearly improves at short delay times.
This demonstrates that ultrathin Co/Pt transducers provide a
platform for a more profound study of the thermal properties
of adsorbed molecular layers and facilitate access to heat
diffusion processes occurring at picosecond time scales.

D. Thermal conductance of a-SiO2/Si interfaces

Our TR-MOKE method also gives access to the conduc-
tance GSi between a-SiO2 and Si for a carefully chosen
thickness of the oxide layer that provides a separation of the
delay times at which maximum sensitivities to GPt and GSi

occur.
We characterized a sample with 4.2-nm Co/Pt on 26-nm

SiO2/Si by TR-MOKE thermometry. Figure 8 depicts ratio
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data and model curves normalized to models with the thermal
resistances of the Pt/SiO2 and SiO2/Si interfaces and the
additional heat capacity due to adsorbed hydrocarbons and
water set to zero. We find GSi = 1.4 GW m−2 K−1. Because
of the small sensitivity to such a high conductance value, the
error bars are large, ±1.6 GW m−2 K−1. Since sensitivity co-
efficients scale with GSi, symmetrical error bars do not reflect
the physical reality. The dashed lines in Fig. 8 representing the
uncertainties are thus drawn for GSi = 3 GW m−2 K−1 and
GSi = 0.6 GW m−2 K−1. Our lower limit for GSi considers
error propagation from all uncertainties by considering the
“worst-case” combination of model parameters. This worst-
case combination of those parameters was selected as follows:
For each model parameter α an uncertainty is assumed
(compare Table I) that sets the minimum and maximum
values possible for α. Depending on the sign of the sensitivity
coefficient Sα compared to the sign of SGSi , either the minimum
or maximum value of α was used. Fitting a thermal model
with those parameters to the experimental data results in the
lowest value possible for GSi within our uncertainties. Our
result agrees well with the lower limit we calculate from data
reported by Costescu et al. [22].

Costescu et al. measured the thermal conductivity of
thin SiO2 layers on Si by TDTR using 60-nm-thick TiN
transducers [22]. In their experiments, oxide layers were thin
enough for the TiN/SiO2 and SiO2/Si interfaces to notably
reduce the effective thermal conductivity. From their room-
temperature data on 6.5- and 11-nm-thin SiO2 we determine a
lower limit for the SiO2/Si interface of 0.5 GW m−2 K−1 by
assuming an infinite conductance for the first interface. Based
on the data by Costescu et al., it is unclear how the thermal
resistance splits between the TiN/SiO2 and SiO2/Si interfaces.
If we assign a value of 600 GW m−2 K−1 to the TiN/SiO2

interface, we calculate GSi = 4 GW m−2 K−1. The agreement
with our result supports the assumption that the conductance
of SiO2/Si interfaces is very high.

Molecular dynamics simulations also predict high con-
ductances on the order of 1 GW m−2 K−1 [33]. Accord-
ing to Ref. [32], the theoretical value of Gmax for Si is
0.8 GW m−2 K−1. Our experimental result for GSi suggests
that the transmission coefficient for vibrational heat flow at a
Si/SiO2 interface is close to unity.

IV. CONCLUSION

Selectively probing the temperature of magnetic thin films
via TR-MOKE facilitates the use of transducers with signifi-
cantly reduced thermal mass. Using this thermometry method,
sensitivity to the conductance of interfaces with low thermal
conductivity materials can be increased by approximately
one order of magnitude compared to TDTR. The 4.2- to
8.2-nm-thin Co/Pt transducers used in our study provide suffi-
cient sensitivity to quantify the interface thermal conductance
between Pt and amorphous SiO2. We find an average value
of GPt ≈ 0.3 GW m−2 K−1. For SiO2/Si interfaces we find a
lower limit of GSi = 0.6 GW m−2 K−1.

Perpendicularly magnetized Co/Pt thin films can be grown
on almost any sample [19,34], do not require annealing, and
are comparably inert. They are thus ideal transducers for
the TR-MOKE thermometry method demonstrated here. A

critical aspect to consider which will vary depending on the
transducer material selected, is the additional heat capacity
due to adsorbed water and hydrocarbons, as well as due to
possible oxide formation. In our samples, adsorbates increase
the heat capacity by up to 20%.

As discussed in detail in the Appendix, Sec. B, the optical
absorption behavior and the Kerr rotation in our samples are a
function of the magneto-optic constants and thicknesses of the
transducer and the underlying sample structure. Ferromagnetic
transducers have thus to be optimized depending on the
sample requirements with respect to magneto-optic properties,
sensitivities, and time resolution. In our case, a transducer
thickness of approximately 4 nm minimizes the thermal mass
while maintaining a large Kerr signal.

We anticipate that magnetic thin-film transducers will
provide a platform for measurements of small heat capacities,
for example, of adsorbed molecular layers, and make it
possible to study thermal processes on the picosecond time
scale. The time resolution in optical pump-probe experiments
is typically limited by the time scale τD = h2C

�
of heat diffusion

through a transducer with thickness h. In TDTR experiments
with opaque Al transducers, τD is on the order of 100 ps, while
it is only approximately 4 ps for TR-MOKE thermometry with
a 5-nm-thin Co/Pt transducer. Access to such short time scales
might allow for the observation of nonequilibrium effects of
heat carriers directly in the time domain [35].
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APPENDIX

A. Sample details

Table I lists the sample parameters relevant to the thermal
modeling of our TR-MOKE experiment. In Table II, we
provide information about the magnetic properties of the Co/Pt
transducer films measured by static MOKE at a wavelength
of 635 nm. Anisotropy constants were determined from
hard-axis hysteresis loops. Coercive fields were measured
with the external magnetic field applied along the easy axis,
perpendicularly to the sample plane. Table III summarizes
additional information about the samples relevant to the
optimization of sample design.

B. Optimization of sample design

In TDTR and TR-MOKE measurements, the ratio signal
R = −Vin/Vout at short delay times is approximately propor-
tional to

√
�SCS

hC
.
√

�SCS is the effusivity of the sample within
the penetration depth of the thermal wave and hC is the thermal
mass of the transducer. As the latter is drastically reduced in
our TR-MOKE experiments, the ratio signals are larger than
the ratio signals measured in typical TDTR experiments. Noise
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TABLE II. Magnetic properties of Co/Pt films on 440-nm SiO2.
h: total thickness of Co/Pt transducer, K1: effective magnetic
anisotropy constant, μ0HC: coercive field.

h hPt/hCo/hPt K1 μ0HC

(nm) (nm) (kJ m−3) (mT)

4.2 1.8/ 0.7/1.7 230 ± 20 6
5.5 2.8/ 0.7/2 380 ± 40 14
8.2 4.5/ 0.7/3 400 ± 20 19

in our experimental ratio data mainly originates from the out-
of-phase signal. Vout is inversely proportional to the effusivity
and is on the order of 1 × 10−6 V for our fluence setting. The
noise level in our signal is on the order of 5 × 10−8 V.

To minimize the time of data acquisition, it is thus of interest
to maximize the amplitude of the measurement signal. In
TR-MOKE thermometry, the signal strength is proportional
to the temperature rise �T in the transducer (given by the
laser fluence as well as the absorption and thermal mass
of the transducer), the reflectance R of the sample, and
the temperature dependence of the Kerr rotation dθK/dT

(the equivalent to the thermoreflectance coefficient in TDTR
experiments). To guarantee linear response, the temperature
rise has to be limited, so the signal cannot be increased
significantly by increasing the laser fluence.

Absorption behavior and magneto-optic properties of our
samples strongly depend on the thicknesses of the Co/Pt and
SiO2 layers. In what follows, we present model calculations to
illustrate how R and θK can be optimized by adjusting sample
parameters. Assuming constant base temperature and stable
magnetic properties, dθK/dT is proportional to the static Kerr
rotation θK.

We use a transfer-matrix model as described in Ref. [36]
to calculate absorption A, reflectance R, and Kerr rotation θK

for our Co/Pt samples. Results are summarized in Table III
and Fig. 9.

For simplicity we neglect the sandwich structure here and
model the Pt/Co/Pt stack as one layer. Optical constants
were measured by ellipsometry. As the dependence of the
optical constants on layer thickness is weak (below 3%),
we use the following complex refractive indices for all sam-
ples: nCo/Pt = 3.0 + 5.45i; nSiO2 = 1.45; nSi = 3.7 + 0.007i;
nAl2O3 = 1.76. As discussed by Fiedler et al., magneto-
optic constants Q for thin Pt/Co/Pt sandwiches depend
on the individual layer thicknesses and are fingerprints of
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FIG. 9. Absorptions A (dotted) and reflectances R (dashed lines)
calculated with a transfer-matrix model [36] for (a) Co/Pt transducers
with varying thickness hCo/Pt on 440-nm SiO2. (b) Models and
measured reflectance values for hCo/Pt = 8.2 nm (blue), 5.5 nm
(green), and 4.2 nm (red) for varying SiO2 thicknesses. (c) Kerr
rotation angles θK versus hCo/Pt and (d) versus hSiO2 including
experimental values. If not stated differently, Q = 0.0063 − 0.062i

was used as magneto-optic constant.

the complex structure of the magneto-optic active part of
the film, probably determined also by intermixing at the
Co/Pt interfaces [37]. They find Q = 0.041 − 0.040i for
a magnetron-sputtered Co layer. For our optical modeling
we determine the effective magneto-optic constants for the
entire layer by scaling Q to roughly adjust the model curves
for θK to our experimental data [compare Fig. 9(d)]. We
find good agreement using Q = 0.0063 − 0.062i for the
4.2- and 5.5-nm-thin films, and Q = 0.0046 − 0.044i for the
8.2-nm-thick film.

θK and thus dθK/dT can critically depend on the thickness
of the transducer film [see Fig. 9(c)] and has a surprisingly
strong dependence on the thickness of the underlying oxide

TABLE III. Sample parameters. h: total thickness of Co/Pt transducer, C: volumetric heat capacity, A: absorption, R: reflectance (calculated),
Rex: measured reflectance, θK: static Kerr rotation at room temperature and wavelength of 785 nm, dθK/dT : temperature dependence of θK

from TR-MOKE data.

Substrate h hPt/hCo/hPt C A R Rex θK dθK/dT

(nm) (nm) (106 J m−3 K−1) (10−3 rad) (10−5 rad K−1)

Al2O3 43 43/-/- 2.82 0.22 0.77 0.72
Al2O3 4.2 1.8/0.7/1.7 2.97 0.29 0.26 - 2.5 ± 0.3 −0.5 ± 0.1
26-nm SiO2/Si 4.2 1.8/0.7/1.7 2.97 0.18 0.45 0.43 1.4 ± 0.2 −0.3 ± 0.1
440-nm SiO2/Si 4.2 1.8/0.7/1.7 2.97 0.58 0.08 0.09 5.6 ± 0.3 −1.2 ± 0.1
440-nm SiO2/Si 5.5 2.8/0.7/2 2.94 0.59 0.15 0.16 5.2 ± 0.4 −1.1 ± 0.1
440-nm SiO2/Si 8.2 4.5/0.7/3 2.9 0.56 0.27 0.29 2.6 ± 0.2 −0.5 ± 0.1
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due to optical cavity effects [compare Fig. 9(d)]. On the
quest for the ideal transducer material with high dθK/dT , one
should thus compare the magneto-optic constants rather than
the actual Kerr rotation angles measured.

Optical cavity effects also lead to a strong wavelength
dependence of A and θK, so static Kerr rotations presented

in Fig. 1 (measured with laser wavelength λ = 635 nm) and
Table III (λ = 785 nm) differ notably. The change in Kerr
rotation due to the temperature rise in the SiO2 is more
than an order of magnitude smaller than dθK/dT based on
the temperature change in the metal transducer itself for all
samples studied, and thus negligible in our experiment.
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