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Structural and thermal effects of ion-irradiation induced defect configurations in silicon
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Classical molecular dynamics calculations were used to investigate the formation of defects produced during
irradiation of energetic ions on silicon. The aim of this study was to characterize the nature of defects and
defective regions formed through ion irradiation and to establish a connection between the ion irradiation
parameters, lattice defect configurations, and the resulting modified lattice thermal conductivity of silicon. The
defective regions were characterized according to the total number of defects generated, the size and the density
of the defective region, and the longitudinal and radial distribution of defects along the ion impact path. In
addition, the clustering of the defects into amorphous pockets is analyzed and the effect of these processing
parameters on the properties of the clusters is also studied. Further, the lattice defect configurations produced
during continuous bombardment of multiple ions are directly investigated and compared to the single-ion impact
results. A range of irradiation parameters including ion species, ion energies, fluence, and beam width have
been explored to elucidate the dependence of the resulting defect configurations on these experimental design
parameters. High density defective regions are found to be produced by low-energy ions with high atomic
number. Analysis of the defects produced under varying beam diameters indicates that the beam diameter,
rather than the beam energy, is the more prominent factor in determining the extent of the defective region. We
demonstrate that the thermal conductivity of the material is most significantly influenced by the effective diameter
of the defective region, making the beam diameter the most influential experimental parameter for tuning the
lattice thermal conductivity. A reduction in thermal conductivity of up to 80% from pristine silicon was achieved
with the processing parameters used in this work. This study indicates that ion beam irradiation can be a realizable
manufacturing process with high tunability and control to achieve desired material properties.
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I. INTRODUCTION

Defects in a crystal lattice, either in the form of vacancies
or impurities, lead to modification of the intrinsic crystal
properties and are usually undesirable. However, in some
cases, introducing strategic lattice defects may have an overall
beneficial effect on the properties of the system. Doping
semiconductors by ion implantation is one of the most common
examples [1]. Another important application is the use of
defects to enhance the efficiency of thermoelectric devices
[2–4]. Some of the other benefits include tailoring of mechani-
cal, electrical, and magnetic properties of nanostructured mate-
rials [5–7], fabrication of nanodots, clusters, self-organization
and assemblies, etc. [8].

Ion beam irradiation is one of the most popular methods
for strategic material processing since it offers a range of
experimental parameters to selectively introduce defects into
the lattice [8]. Optimal defect configurations can be produced
by modifying the design parameters such as ion species,
energy, incidence angle, fluence, etc. However, a precise
knowledge of the type, abundance, and configuration of the
defects formed due to the irradiation process is essential, in
order to achieve desirable properties. Earlier computational
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models used the binary collision approximation (BCA), which
is useful for understanding the transport of ions in the target.
However, the BCA does not account for the secondary and
overlapping collision cascades, and is therefore not suited
for examining the defect formation in the lattice and the
resultant modification in the material properties. Simulations
using classical molecular dynamics (MD) can provide detailed
information regarding the interactions of the atoms and thereby
capture the evolution of collision cascades and generation of
lattice defect configurations.

Although there is a wide literature of MD simulations
of ion-beam irradiation [9–15], most of these studies have
focused on the evolution of collision cascades on a defect-free
lattice. However, in most scenarios, the ion-irradiation cas-
cades are produced from a continuous beam source, involving
repeated bombardment of the lattice which alters the subse-
quent collision cascade details. In this study, MD simulations
are employed to gain quantitative information on the creation
of defect configurations in three-dimensional silicon lattice
under continuous ion bombardment in a tight ion beam setup
such as those used in focused ion beam (FIB) processing.
A wide range of design parameters including ion species,
ion energies, fluence, and beam width have been explored
to understand the variations in the defect configuration. This
study also analyzes the change in the thermal properties of
the material due to the ion beam irradiation. These data can
be utilized to select the suitable irradiation parameters to
introduce specific types of defects in a Si target for tailoring
the desired material properties. The utility of this information
in computing the figure of merit for thermoelectric materials
is demonstrated in Ref. [16].
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This paper is organized as follows: the simulation details of
the ion-irradiation process are presented in Sec. II. Section III
outlines the different methods of characterizing the defect
configurations and the structural properties that are adopted in
this work. Section IV describes the Green-Kubo formulation,
which is employed to calculate the thermal conductivity of
the defective systems using equilibrium MD. Analysis of the
effect of the design parameters on the defect configuration, and
the structural and thermal properties of the system is discussed
in Sec. V, followed by conclusions in Sec. VI.

II. SIMULATION METHODOLOGY

The classical MD calculations employed in this study were
performed using HOOMD-blue [17], which utilizes Nvidia’s
CUDA computing architecture and is optimized to run on
Graphics Processing Units (GPUs). The interactions between
the ions and the silicon atoms are modeled using the Ziegler-
Biersack-Littmark (ZBL) universal repulsive potential [18].
The ZBL potential is a purely repulsive potential and takes the
form of a screened Coloumbic interaction:

V ZBL
ij = 1

4πε0

ZiZje
2

rij

φ
( rij

a

)
, (1)

where Zi and Zj are the atomic numbers of the two atoms, e

is the charge of the electron and ε0 is the permittivity of free
space. The effective screening length, a is defined as

a = 0.8854a0

Z0.23
i + Z0.23

j

, (2)

where a0 is the Bohr radius and φ is the universal screening
function, which is obtained empirically from a fit to core
electron overlap calculations [18] and follows the form

φ(x) = 0.1818e−3.2x + 0.5099e−0.9423x

+ 0.2802e−0.4029x + 0.02817e−0.2016x . (3)

The Tersoff Si (C) potential [19] is used to model the
interactions between the silicon atoms. The Tersoff potential is
widely used to model Silicon systems and was chosen since it
describes the defect formation energies well. This potential is
then smoothly joined to a short-range repulsive potential based
on ZBL potential that describes the energetic interactions at
short interatomic distances:

Vij = (1 − fF (rij ))V ZBL
ij + fF (rij )V Tersoff

ij . (4)

Here, the fF term is Fermi-like smoothing function that joins
the Tersoff and ZBL potentials:

fF (rij ) = 1

1 + AF exp(rij − rC)
. (5)

The Tersoff potential is a bond order potential, and thus
accounts for factors such as the number of bonded neighbors,
bond lengths, bond angles, etc. A bond-order potential can
describe the several different bonding stages of an atom and
thus, to some extent can describe the bond transformations
correctly. It is a three-body potential and has the following
form:

VTersoff = 1

2

∑
i �=j

fc(rij )[fr (rij ) + bijfA(rij )], (6)

where fR and fA are the repulsive and attractive terms
respectively, that take the form of a Morse potential:

fR(r) = A exp (−λ1r),

fA(r) = B exp (−λ2r).
(7)

The strength of the attractive term is determined by the
coefficient bij called the modifier term, which accounts for the
number of bonded neighbors (environment of the atom) and
enforces bond angles between the atoms. This is of the form

bij = (
1 + βnζ n

ij

)− 1
2n ,

ζij =
∑
k �=i,j

fc(rik)g(θijk) exp
(
λ3

3(rij − rik)3
)
, (8)

g(θijk) = 1 + c2

d2
− c2

d2 + (h − cosθijk)2
,

where fc is the cutoff function that limits the range of
interaction between the atoms by smoothly transitioning the
potential to zero at some finite distance, given by

fc(r) =
⎧⎨
⎩

1, r � R − D
1
2 − 1

2 sin
(

π
2

r−R
D

)
, R − D < r < R + D

0, r � R + D.

. (9)

The Tersoff and the Tersoff/ZBL parameters used in this
study and their references are presented in Table I. For the
energy ranges explored in this study, the inelastic energy
losses due to collisions with electrons (electronic stopping) do
not lead to atomic displacements, but can become significant
in dissipating energy from the incoming ion and secondary
recoils. An energy dependent frictional force was employed
based on the Ziegler-Biersack-Littmark model [20] to capture
energy transfer due to electronic stopping. This energy is
simply removed from the ion and atoms, and does not
contribute to damage production in the target [21]. The
term “ion” is used only to provide a direct context to the
experimental setup and the charge of the atom is not explicitly
considered. This is justified within the Born-Oppenheimer
approximation since the charge of the ion would be neutralized
on the surface by Auger neutralization [22], considering that
the electron movement is at least three orders of magnitude
faster than the nuclei [23].

The side view of a representative 3D simulation domain
is shown in Fig. 1. The top surface is exposed to vacuum,
and one layer of atoms at the bottom are fixed to prevent the

TABLE I. Tersoff [24] and Tersoff/ZBL [25] potential parameters
used in molecular dynamics simulations.

Parameter Value Parameter Value

A (eV) 1830.8 β 1.0999 × 10−6

B (eV) 471.18 n 0.78734

λ1 (Å
−1

) 2.4799 c 1.0039 × 105

λ2 (Å
−1

) 1.7322 d 16.218

λ3 (Å
−1

) 1.7322 h −0.59826
R (Å) 2.85 AF 14
D (Å) 0.15 rC 0.95
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(a) (b)

FIG. 1. Schematic illustration of (a) side view and (b) perspective top view of the 3D simulation setup. Silicon atoms at the bottom are
fixed. Thermostat atoms are present at the bottom and at the four sides. Ions are introduced above the lattice at the specified polar angle θ and
azimuthal angle φ relative to the basal plane surface normal.

lattice from translating. Thermostat atoms are applied to a layer
of atoms at the bottom and on the four sides of the sample.
This models the dissipation of energy to the surrounding
lattice and also prevents the energy from re-entering the
system due to the periodic boundary conditions. A constant
temperature boundary condition is effectively imposed, which
is representative of a much bigger lattice surrounding the
simulation domain and acting as a thermal reservoir. The size
of the simulation domain is different for each ion species and
energy and is chosen such that size effects are negligible in all
directions. A Berendsen thermostat [26] is used for controlling
the temperature during the ion impact, annealing, and initial
equilibration period.

All the irradiation simulations are performed at room
temperature (300 K) and second-order velocity-Verlet scheme
is used for time integration. First, the system is equilibrated
to this temperature for a time of 20 ps, after which, the
first ion is introduced into the system from the top boundary
according to the angle of incidence and the location of impact.
The location of the impact is randomly selected according
to the type of simulation. These details are described alongside
the irradiation results in Sec. V. The polar incidence angle was
chosen to be 7.5◦ in order to avoid channeling effects. The
ion impact is considered complete once the temperature of the
system has equilibrated to 300 K after the initial spike. The
simulation is continued for an additional 1 ps to ensure that
any defect configurations have reached an energy minimum,
and any material sputtered out-of-plane has time to leave the
system.

Ion-irradiation simulations are characterized by widely
varying energies and velocities. During the initial phase of the
irradiation, extremely high velocities are encountered, leading
to the requirement of a very small time step size in order to
adequately resolve all the collision dynamics. Once the energy
of the ion has been dissipated, the maximum velocities in the
system fall by orders of magnitude. Using a single time step
size for the entire simulation would lead to unnecessary com-

putational expense. Thus an adaptive time-stepping scheme
was implemented based on the recommendation of Nordlund
[21], where the new time step size is chosen according to

	tnew = min

(
k1

vmax
,

k2

(Fv)max
,1.2	told,	tthreshold

)
. (10)

The time step size is chosen based on the maximum velocity
and the product of the force F and velocity v. The quantities k1

and k2 are constants, whose values were taken from Ref. [21].
In addition, the time step was not allowed to vary more than
20% of the previous value so as to avoid sudden large variations
in 	t . Finally, the time step size was never allowed to increase
beyond a threshold value, which was specified as 0.1 fs for all
the simulations.

In typical ion-irradiation experiments, the time between
two ion impacts at nearby locations is on the order of
microseconds. At the current temperature, annealing of the
formed defects may occur over time spans that are too long
to be explicitly represented in MD simulations. In addition,
diffusion of defects (both interstitials and vacancies) is also
possible. However, both of these effects are expected to be
most prominent in the first few picoseconds after the impact
during the thermal spike generated from the energy of ion
impact. Thus after the ion impact, the system is annealed at
the specified temperature using a time step size of 1 fs for a total
of 70 ps, before the next ion impact. Annealing and diffusion
effects occurring over longer time scales are not captured.

This study examines the defect formation and characteris-
tics resulting from irradiation with four different ions, namely
Ne(10), Ga(31), Xe(54), and Pt(78). Three separate energies
were considered for each ion species as shown in Table II. The
energies for different species were chosen in order to obtain a
similar penetration range. First, single ion impact events were
performed for all twelve cases (four ions species and three
energies for each) in order to establish the characteristics of
single impact defects. Next, the behavior of the target system
under a more realistic case of continuous bombardment by
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TABLE II. Range of energies investigated for each ion species.

Ion species Z Energies (keV)

Neon (Ne) 10 0.75 1 1.5
Gallium (Ga) 31 3 4 5
Xenon (Xe) 54 4 5 6
Platinum (Pt) 78 5 7.5 10

multiple ions is investigated and the results are compared with
the single impact simulations. The effect of fluence is then
investigated for the continuous irradiation case using a fixed
beam diameter of 5 nm. Finally, the effect of varying the beam
diameter for a fixed fluence is examined for a single case of
Xe ion at an energy of 5 keV.

III. CHARACTERIZATION OF DEFECTS AND
STRUCTURAL PROPERTIES

Modification of the material properties may be connected
to a number of defect configuration characteristics, including
defect density, diameter of the defective region, defect distribu-
tion function, etc. Hence a wide range of defect characteristics
are presented here, in order to facilitate the calculation
of a spectrum of material properties and also establish a
connection between defect characteristics and experimental
design parameters using this irradiated material information.
A brief description of the different defect characteristics
employed in this study is presented below.

A. Quantification of the defects

The defective region produced in the lattice during the
collision cascade of an energetic ion bombardment is complex,
thus its characterization is not a straightforward task. A
commonly used method is to characterize the atoms as
clusters of vacancies and interstitials, and obtain quantitative
information regarding the total number of defective atoms in
the system. Such a method is adopted in this study, where
the defects are identified using the nearest-neighbor distance
spheres. A lattice position is characterized as a vacancy if
no atom is present within a sphere of radius equal to half
the nearest-neighbor distance, and an atom is considered
interstitial if it is not present within half the nearest-neighbor
distance of a lattice site. The total number of defects (Ndefects)
is the sum of the vacancies (Nvac) and the interstitials (Ninter).
Although this characterization is not physically appropriate
in highly disordered regions, it nevertheless provides a
quantitative means of comparing the damage produced by
varying the processing parameters. Other criteria have been
employed in the literature to define the cutoff for identifying
the vacancies and interstitials, such as the Lindemann radius
or Wigner-Seitz-cell-Voronoi polyhedron, or using a potential
energy threshold. It has been shown, however, that although
the number of defects obtained with the different criteria can
vary widely, the ratio of the defects predicted by each criteria
are approximately the same [11]. Hence the trends observed
in the values are expected to be consistent regardless of the
specific criteria employed.

B. Characterization of the defective region

In order to define the extent of the defective region, it is
cast as a cylindrical region with a diameter D describing
the radial extent and height H describing the depth of
damage. The diameter is calculated based on the radial
distance of the farthest defect from the point of impact. The
height is determined by the distance of the defects from
the top surface. By these definitions, the cylindrical domain
completely envelopes the damaged region, and the rest of the
target is pristine. However, not all regions inside the cylinder
are damaged and as a result, this cylinder contains a significant
portion of pristine material. Area (ρarea) and volumetric (ρvol)
defect densities are also calculated using these quantities based
on the following definitions:

ρarea = Ndefects
π
4 D2

, (11)

ρvol = Ndefects
π
4 D2H

. (12)

C. Defect distributions

All of the defect region properties defined above are
effective quantities. In order to understand the distribution
of the defects inside the damaged region, the defect radial
distribution function (DRDF) and the defect depth distribution
function (DDDF) are also computed. Both these quantities are
calculated in MD using the histogram or binning method [27].
The DDDF is calculated by counting the number of defects
present within the volume A	z using linear bins along the
height (or depth), where A is the area along the x–y direction
and 	z is the bin size. The DDDF is normalized by the total
number of atoms present within this volume in a pristine lattice.

For computing the DRDF, a planar radial bin is required,
and the number of defects present within the annular region
of volume 2πHr	r is calculated. 	r is the size of the radial
bin and H is the height of the system. However, due to the
crystalline nature of the silicon lattice, the number of atoms
present within a radial bin are characterized by sharp peaks
and valleys. This causes the number of defects within the bins
to vary widely, thus leading to large fluctuations in the DRDF.
Hence the DRDF is normalized using the total number of
atoms present inside the particular bin in a pristine lattice:

DRDF(r) = ndefect(r : 	r)

npristine(r : 	r)
. (13)

Here, ndefect(r : 	r) represents the number of defects inside
a particular bin within the region r − 	r/2 and r + 	r/2.
npristine(r : 	r) is the total number of atoms present within the
same bin in a pristine lattice.

D. Amorphous pockets

The primary defect formation mechanism during energetic
ion irradiation occurs through local melting of the cascade
region resulting from a thermal spike and subsequent re-
solidification into amorphous pockets [9,28,29]. These amor-
phous pockets are categorized as defect clusters. Clusters are
identified starting with a single defect, and all defects present
within one bond distance of the first defect is included in the
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cluster. This process is carried out until all defects present
within the specified distance of any defect in the cluster are
found. The distribution of defects among the cluster sizes,
and other properties such as the total number, average size
are computed. In addition, the excess or deficit of atoms
within each cluster is also calculated. These properties are
used to provide insight into the process of defect formation
and cascade dynamics.

IV. CALCULATION OF THERMAL CONDUCTIVITY

The lattice thermal conductivity of the damaged Silicon
system is calculated with classical equilibrium molecular
dynamics using the Green-Kubo method [30,31]. The Green-
Kubo formulation uses the fluctuations in the heat current
for computing the thermal conductivity via the fluctuation-
dissipation theorem:

κ(τm) = 1

kbV T 2

∫ τm

0
〈J(τ ) J(0)〉dτ. (14)

Here, kb is the Boltzmann’s constant, V is the volume, and τ is
the time. J is the heat current and its fluctuation is expressed
by the heat current autocorrelation function 〈J(τ ) J(0)〉. The
heat current J for the three-body Tersoff potential is expressed
as [32]

J =
∑

i

⎡
⎣viεi +

∑
j �=i

⎛
⎝1

2
r ij .(Fij .vi)

+ 1

6

∑
k �=i,j

(r ij + r ik).(Fijk.vi)

⎞
⎠

⎤
⎦, (15)

where vi is the velocity of the particle i and εi is the total
energy of the particle, which is defined as the sum of the kinetic
and potential energy. The distance between the particles is r ,
and Fij and Fijk are the two- and three-body force terms,
respectively.

All the thermal conductivity calculations were performed at
300 K with a time step of 0.05 fs. Further reduction in the time
step did not yield any change in the thermal conductivity values
during the preliminary studies. First, the system is equilibrated
at the specified temperature for 20 ps using the Berendsen
thermostat [26]. The system is then allowed to evolve in
the microcanonical ensemble (NVE) for an additional 20 ps,
before recording the heat current information for a simulation
time of 6 ns. Higher total running times did not alter the thermal
conductivity values. An additional convergence study for the
size effect of the thermal conductivity calculations showed
that the 8×8×8 domain cell was sufficient to get converged
values for thermal conductivity of silicon, consistent with the
literature [32–34]. Hence, for all the cases, a domain size of
at least eight unit cells were used along each of the directions.
For each case, ten independent simulations with different
initial velocity configurations were performed and the final
averaged thermal conductivity values are reported. The thermal
conductivity in this study is obtained from direct numerical
integration of the heat current auto-correlation function over
the specified correlation time. The thermal conductivity as a
function of the correlation time for pristine silicon is shown

Correlation time (ps)
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FIG. 2. Calculated thermal conductivity for pristine silicon sys-
tem at 300 K.

in Fig. 2. The flattening of the curve essentially implies
that the auto-correlation has decayed to zero. The error bars
indicate the standard deviation in the thermal conductivity
values computed from the ten independent simulations. The
calculated thermal conductivity of Silicon at room temperature
is around 273 W mK−1, which is almost twice that of the
experimentally observed value of around 150 W mK−1 [35].
This difference is attributed to the overly stiff description of
the Silicon bonds by the Tersoff potential [36,37].

In order to calculate the thermal conductivity of the
defective system, the complete defective region is placed
within a pristine lattice and periodic boundary conditions are
employed. This is representative of a lattice that has been
irradiated with ions periodically in the x and y direction.
Such a method effectively provides a way of qualitatively
comparing the effect of the different processing parameters
on the thermal conductivity. Due to the high anisotropy in
the distribution of the defects in the x/y and z directions, the
thermal conductivity values reported are only along the x and
y directions: κavg = (κx + κy)/2.

V. RESULTS

A. Comparison of single and multi-ion impacts:
effect of energy and ion atomic number

In this section, the effect of ion atomic number and energy
on the properties of the defective region is investigated for
the case of single and multi-ion bombardment of the lattice.
Simulations were first performed for a single ion impacting
the 3D silicon lattice in order to understand the basic defect
formation characteristics of each of the ions. The location of
the ion impact was randomly selected within the minimum
irreducible area of the lattice near the center of the system as
shown in Fig. 3(a). A total of 250 simulations were performed
for each ion and energy in order to obtain sufficient statistics.
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(a) (b)

FIG. 3. Schematic illustration of the top view of the 3D simulation setup for (a) single-ion impact and (b) multi-ion impact events.
Thermostat atoms are present on the four sides. The ions impact the center of the lattice within the minimum irreducible area as shown in
the case of single-ion impacts. During continuous bombardment, successive ions impact the center of the lattice within the given circular area
based on a Gaussian-distributed ion beam.

The statistical quantities of interest were found to be insensitive
to additional simulations.

For simulations of multi-ion bombardment of the 3D lattice,
the location of the successive ion impacts was chosen randomly
based on a two-dimensional Gaussian distribution within a
specified beam diameter [Fig. 3(b)] similar to that of a FIB
apparatus. For the study in this section, all the multi-ion impact
simulations were carried out for a fixed beam diameter of 5 nm
and a fluence of 2.54 × 1013 ions cm−2 corresponding to a total
of five ions striking the lattice. A total of 50 independent cases
of the complete irradiation process with multiple ions striking
the system is performed to obtain converged statistics for all
the fluences presented here. Again the statistics were found to
be insensitive to an increase in the number of simulations.

Figures 4–6 show the perspective view of representative
defective regions produced through ion bombardment in

Silicon lattice. Figure 4 presents the defective lattice obtained
from irradiation of Pt 10 keV single-ion impact and multi-ion
(five ions) impact events. Figure 5 showcases the effect of ion
atomic number on the defective regions produced by 5-keV
energy ions of Ga(31) and Pt(78). Finally, the effect of ion
energy is shown in Fig. 6 for single ion impact events of Xe
4 keV and 6 keV ions.

Results from the analysis of single and multi-ion impact
studies are presented in Fig. 7. As expected, we observe a
monotonic increase in the number of defects with both the
ion energy and atomic number, consistent with the literature
[9,38]. The ratio of the number of defects between the multiple
and single ion case remains almost constant at 5 for all the ions
and energies (for the ranges considered here). The energy of
the ion is absorbed into the lattice leading to the collision
cascade which reconfigures the system and eventually leads to

FIG. 4. Perspective view of a representative defective silicon lattice produced by irradiation of (a) Pt(78) 10-keV single-ion and (b) Pt(78)
10-keV multi-ion (five ions) impact events. The pristine regions are transparent, while the defective and surface atoms are indicated by red and
cyan, respectively.
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FIG. 5. Perspective view of a representative defective silicon lattice produced by irradiation of (a) Ga(31) 5-keV single-ion and (b) Pt(78)
5-keV single-ion impact events. The pristine regions are transparent, while the defective and surface atoms are indicated by red and cyan,
respectively.

heat dissipation through the creation of lattice phonons. Each
successive ion impact on the lattice dissipates the energy in
a similar manner resulting in a (nearly) linear increase in the
defects with the number of ions.

Although the diameter of the defective region increases with
energy for all the cases examined, the ratio of the defect diam-
eters generated by single and multi-impact events decreases
with both ion atomic number and energy. During multiple ion
impacts, there is significant overlap of the defective regions
generated by the ions. This is clearly seen from Fig. 4(b)
(multi-ion), where there are no distinct defective regions from
the five different ion impacts due to the complete overlap.
Overlapping of the defective regions become more pronounced
for the cases with larger defective regions in the single impact
studies (higher ion atomic numbers and energies). Hence a
disproportionate scaling of the defect diameters compared to

the number of defects is observed with increasing fluence for
different ion atomic numbers and energies.

In the case of single impacts of Ne and Xe ions, the diameter
of the defective region varies with energy in such a way that
the area density ρarea reaches a maximum and then decreases.
In the case of Ga and Pt ions, this is not observed and the area
denisty monotonically decreases. However, with increasing
ion atomic number, ρarea is found to continually increase. This
is shown in Fig. 5 and can also be seen by comparing 5-keV
case of Ga, Xe, and Pt. Owing to the disproportionate scaling of
the diameter of defective region in comparison with the number
of defects, a monotonically increasing trend is observed in the
area density of defects ρarea with energy for all the ions in the
multi-impact case. The effect of ion atomic number on ρarea

remains consistent (monotonically increasing) with the single
impact study.

FIG. 6. Perspective view of a representative defective silicon lattice produced by irradiation of (a) Xe(54) 4 keV single-ion and (b) Xe(54)
6 keV single-ion impact events. The pristine regions are transparent, while the defective and surface atoms are indicated by red and cyan
respectively.
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FIG. 7. Average values for number of defects (row 1), diameter (row 2), height (row 3), area density (row 4), and volumetric density (row 5)
of the defective region for single-ion impact (red) and multi-ion impacts (green) irradiation of silicon with (a) Ne(10), (b) Ga(31), (c) Xe(54),
and (d) Pt(78) ions of different energies. The multi-ion impact case corresponds to a fluence of 2.54 × 1013 ions cm−2 and a beam diameter of
5 nm. The ratio of each of the properties (blue) are also plotted on the secondary axis on the right for comparison.

For both the single and multi-impact cases, the height of
the defective region is found to increase with the energy for all
ions studied (Fig. 7, row 3). This can be attributed to the greater

penetration depth of the ions with larger energies [9,28]. Also
the depth (height) decreases with increasing ion atomic number
owing to the stronger interaction potential (discussed below).
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FIG. 8. (a) Defect radial distribution function (DRDF) and (b) Defect depth distribution function (DDDF) for irradiation of Silicon with
Ne(10), Ga(31), Xe(54), and Pt(78) ions of multiple energies at a fluence of 2.54 × 1013 ions cm−2 and a beam diameter of 5 nm.

The ratio of the heights between single and multi-impact cases
is approximately constant with energy for each ion and appears
to marginally decrease with ion atomic number.

The volumetric density ρvol decreases with energy for all the
cases examined. This behavior is explained by the much larger
defective regions obtained in the case of higher energy impacts,
which consequently leads to sparsely populated defective
region, and lower volumetric defect densities (Fig. 6). Thus
a more compact defective region with a small volume and
high defect density can be produced by using ions of lower
energies and large atomic numbers.

The atomic number of the ions is identified to be the most
important parameter for controlling the density of defects
within a given region. Lower atomic number ions should be
utilized when a long, but sparse defective region is desired,
while ions with higher atomic numbers should be chosen for
creating a concentrated region of defects. The role of energy
as a tunable parameter is to increase the area density, while
decreasing the volumetric density. Varying the ion energy thus
allows for the tailoring of physical properties dependent on
area density [39–41] (e.g., directional conductivity, resistivity,
etc.) or properties dependent on volumetric density [4,42,43]
(e.g., hardness, crystallinity, etc.).

The increased penetration of the higher energy ions is
responsible for opposite trends observed for the area and
volumetric densities. Although volumetric density decreases
with energy for both the single-ion and multi-ion impact cases,
the rate of decrease is however, not similar. This is evident
from the plot of the ratio of volumetric defect densities, which
continually increases with both energy and ion atomic number.
This is mainly due to the disproportionate scaling of the
defect diameters resulting from the overlap of the defective
regions.

From this analysis, we can conclude that the results from
single ion impacts cannot be directly extrapolated to predict
the behavior of the lattice under continuous bombardment of

multiple ions. For the range of conditions examined, the total
number of defects scales linearly with the number of impacts.
Characteristics of the defective regions including diameter,
height and density exhibit a more complex behavior depending
on whether single or multi-ion impacts are considered. Hence,
for analyzing damage due to irradiation and comparison with
experiments, multi-ion impact simulations are necessary.

Figure 8(a) presents the defect radial distribution function
(DRDF) for the multi-ion impact case for all the different ions
and energies considered. The DRDF is observed to uniformly
decrease with the radial distance for all the ions and energies.
Similar to the defect densities, the effect of ion atomic number
is much more prominent than the effect of energy on the DRDF.
In addition, both the vacancies and interstitial distributions
were found to be very similar and follow closely the defect
distribution. The defect depth distribution function (DDDF)
is plotted in Fig. 8(b). A self similar profile is observed for
all the ions and energies. The distributions of vacancies and
interstitials are also very similar and closely resemble the
DDDF, except near the surface where more vacancies are
present. Within the lattice, a singly peaked distribution of the
defects is found close to ion penetration depth consistent with
the Bragg peak distribution [22]. When the ions enter the lattice
at high speeds, the energy interaction/exchange with the target
nuclei are lower owing to the reduction in the nuclear scattering
cross sections with increasing kinetic energy. A significant
portion of the energy loss at higher speeds are due to collisions
with electrons (electronic stopping). As the ions decelerate,
the interactions with the target nuclei increase leading to
lattice defects and thus the peak in the DDDF is observed
close to the penetration depth of the ions. Both the ion atomic
number and energy influence the magnitude and position of
the peak. Higher energies tend to shift this peak further into
the lattice, while larger ions at the same energies have peaks
closer to the surface. This is because of the greater interaction
potential of the larger ions [9], resultant of the form of the
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FIG. 9. Perspective view of a representative defective silicon lattice produced by irradiation of Ne(10) 1.5-keV ions at a fluence of (a)
2.54 × 1013 and (b) 7.64 × 1013 ions cm−2. The pristine regions are transparent, while the defective and surface atoms are indicated by red and
cyan, respectively.

ZBL potential [Eq. (1)]. The magnitude of the peak increases
with the ion atomic number and reduces with the energy [9,38]
consistent with the variation of the volumetric defect density.
An additional small peak in the distributions is observed near
the surface owing to the sputtering effects and also due to the
lower energies required for defect formation near the surface.
This peak is found to decrease in magnitude with increasing
energy of the ions. Again, the reduced interaction time of the
ion with the surface atoms resulting from the higher velocities
is responsible for this decrease in magnitude.

These detailed DRDF and DDDF distributions provide the
necessary information to characterize physically representa-
tive defective regions for subsequent irradiated material anal-
ysis. Such information can then be directly employed within
theoretical and computational calculations to investigate the ef-
fect of the damaged regions on physical (structural, electronic,
thermal, magnetic, etc.) properties of the system [44–49].

B. Effect of fluence

In this section, the effect of fluence on the characteristics
of the defective region is studied for all the twelve cases
considered above (four ions at three energies each). A total
of 15 ions were used to impact the lattice, and this complete
irradiation process was independently carried out 50 times to
gather adequate statistics. The characteristics of the defective
region is plotted in Fig. 10 after the impact of 5, 10,
and 15 ions corresponding to a fluence of 2.54, 5.09 and
7.64 × 1013 ions cm−2, respectively. Figure 9 shows defective
regions of the silicon lattice produced by the bombardment of
the same ion (Ne 1.5 keV) at different fleunces. Figure 9(a)
corresponds to a fluence of 2.54 × 1013 ions cm−2 and Fig. 9(b)
is at a fleunce of 7.64 × 1013 ions cm−2.

1. Formation of amorphous pockets

In order to gain further insight to the process of defect
formation and cascade dynamics, the properties of the defect

clusters are analyzed. First, the effective excess of atoms
within each cluster was found to be close to zero for all cases
with the maximum value not exceeding 10. This indicates
that the vacancies and interstitials are uniformly distributed
within the clusters and are not grouped together. Table III
presents the average cluster size and the fraction of defects
present in clusters of size greater than 10. The average fraction
of isolated single and Frenkel pair defects for all the cases
considered is shown in Table IV. Note that the term Frenkel
pair is used here to refer to interstitials and vacancies that are
within one bond distance. This can be thought of clusters of
size two without any excess or deficit of atoms. We notice
that only a small percentage of the defects are isolated, most
of the defects are present in clusters. This is consistent with
the short replacement collision sequences(RCS) reported for
semiconductors [50,51]. Further the fraction of isolated single
defects is consistently greater (almost twice) than the Frenkel
defects. Thus, although the RCS is small in silicon compared
to metals, it is long enough to displace the atoms from
their original location by a distance greater than one bond
distance.

As the ion atomic number increases, the average cluster
size becomes greater. This is because the lower mass ions tend
to penetrate further into the lattice, leaving behind a wake
of isolated and small cluster defects. Interestingly, the cluster
size does not seem to depend on the energy of the ion. This
suggests that the nature of the collision sequence and the defect
formation and the behavior of cascades is not influenced by
the energy of the ion (for the ranges presented here). With
increasing fluence, the cluster size rises and the number of
isolated defects falls. This could be an effect of two factors.
Firstly, there is greater overlap of cascade of multiple ions,
thus leading to more clusters and smaller number of isolated
defects. Secondly, the defective regions that are created are less
stable than pristine regions and therefore are more susceptible
to further damage as more ions strike the lattice, giving rise to
more defects in clusters.
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TABLE III. Average cluster size and fraction of defects within clusters larger than 10 in silicon for the range of ion energies, atomic number,
and fluence.

Fraction of defects in
Average cluster size clusters larger than 10 (%)

Energy Fluence (×1013 cm−2) Fluence (×1013 cm−2)

Ion (keV) 2.54 5.09 7.64 2.54 5.09 7.64

0.75 4.4 4.7 5.1 54.0 55.4 59.6
Ne 1.0 4.6 4.9 5.3 55.6 58.3 61.5

1.5 4.6 4.6 5.3 54.6 55.7 61.7

3.0 9.4 11.7 15.1 79.6 83.3 86.9
Ga 4.0 9.3 11.9 14.1 79.2 83.9 85.9

5.0 9.2 11.6 14.2 78.6 83.2 85.8

4.0 16.7 24.3 28.4 88.8 91.8 93.1
Xe 5.0 16.4 23.0 27.2 88.3 91.5 92.8

6.0 15.8 22.5 25.5 87.5 91.3 92.2

5.0 24.6 33.8 42.0 92.2 94.1 95.2
Pt 7.5 24.1 30.6 35.7 91.9 93.5 94.3

10.0 22.3 29.1 36.1 91.0 93.2 94.4

2. Effective properties of the defective regions

As evident from Fig. 10, the number of defects, diameter
and height of the defective region show a monotonic increase
with energy for all the ions at all fluences. The number of
defects shows a (nearly) linear increase with the fluence. This is
consistent with the reasoning mentioned in the last section that
the energy of each successive ion is dissipated into the lattice
in a similar manner and resulting in a (roughly) linear increase
of defective atoms on average. From the results in current
and previous section, reasonable estimation for the number of
defects for other ions, (reasonable) energy and fluence ranges
can be obtained.

The diameter and height of the defective region also
increases monotonically with fluence, but the rate is much
less pronounced in comparison with the number of defects.
In addition, both the diameter and height also decrease with
the ion atomic number for the same energy (by comparing the

5-keV case of Ga, Xe, and Pt). The area density (ρarea) and
volume density (ρvol) show opposite trends with energy for all
fluences. The quantity ρarea is found to monotonically increase
with energy owing to the much steeper growth in the number of
defects in comparison with the diameter. However, the ρvol is
observed to decrease with energy indicating that the combined
effect of the rise in diameter and height is greater than the
increase in the number of defects. This implies that greater
ion energies lead to the production of less sparsely populated
defective regions owing to the larger penetration and spread,
for the energy ranges explored here.

3. Defect distributions

The defect radial distribution function (DRDF) and the
defect depth distribution function (DDDF) for the different
ions and fluences are plotted in Figs. 11 and 12, respectively.
As a general trend, the fluence increases the peak magnitude

TABLE IV. Fraction of isolated single and Frenkel pair defects in silicon for the range of ion energies, atomic number, and fluence.

Isolated single defects (%) Isolated Frenkel pair defects (%)
Energy Fluence (×1013 cm−2) Fluence (×1013 cm−2)

Ion (keV) 2.54 5.09 7.64 2.54 5.09 7.64

0.75 11.4 10.8 10.0 6.0 5.6 5.2
Ne 1.0 11.3 10.2 9.8 5.3 5.2 4.5

1.5 11.4 11.6 9.7 5.1 5.5 4.6

3.0 5.6 4.6 3.6 2.8 1.8 1.4
Ga 4.0 5.6 4.5 3.7 2.5 1.9 1.6

5.0 5.6 4.6 3.7 2.4 1.9 1.6

4.0 3.2 2.3 2.0 1.3 1.0 0.8
Xe 5.0 3.3 2.4 2.0 1.5 1.1 0.8

6.0 3.3 2.5 2.1 1.5 1.1 0.9

5.0 2.2 1.6 1.3 0.9 0.7 0.6
Pt 7.5 2.2 1.8 1.5 1.0 0.8 0.6

10.0 2.3 1.9 1.5 1.1 0.9 0.6
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FIG. 10. Average values for: number of defects (row 1), diameter (row 2), height (row 3), area density (row 4), volumetric density (row 5),
and thermal conductivity (row 6) of the defective region for continuous irradiation of silicon at multiple fluences with (a) Ne(10), (b) Ga(31),
(c) Xe(54), and (d) Pt(78) ions of different energies.

and widens the distribution in the DRDF. For a given fluence,
the DRDF of ions with smaller energies have a smaller spread
consistent with the trends in the volumetric density. The plots
of the DDDF are qualitatively very similar for the different
ions. In addition to the ion atomic number (discussed above),
the magnitude and position of the peak within the lattice and

the spread of the defects along the height is determined by
both the energy and the fluence. Higher fluence leads to a
wider distribution and gives rise to a larger peak, which is also
observed to slightly shift deeper into the lattice. The DDDF
of ions with greater energy are characterized by a smaller
peak, that occurs at a greater depth and is characterized by a
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FIG. 11. Defect radial distribution function (DRDF) for irradiation of silicon with (a) Ne(10), (b) Ga(31), (c) Xe(54), and (d) Pt(78) ions
of different energies and fluences with a constant beam diameter of 5 nm.

much wider distribution, consistent with the variation in the
volumetric defect density.

4. Thermal conductivity

Thermal conductivity is presented next for the multi-ion
irradiated material (Fig. 13). For the thermal conductivity
calculations, out of the 50 independent runs, the lattice with the
defective region most closely resembling the average proper-
ties (presented above) is chosen. The complete defective region
was placed at the center of pristine lattice of size 400 × 400

Å
2

for all the cases. The thermal conductivity has negligible
variation with the irradiation energy used to create the defects.
We note that while higher ion energies produces large defect

diameters, resulting in greater phonon scattering; the density
of the defects within this region also reduces with increasing
energies leading to reduced scattering of phonons. These
competing effects result in negligible variation in the thermal
conductivity with the energy. The increase in fluence clearly
results in a decrease in the thermal conductivity owing to the
increase in both the size and density of the defective region.

C. Effect of beam diameter

In all of the simulations in the previous sections, the
beam diameter was kept constant at 5 nm (50 Å). The effect
of varying the beam diameter on the characteristics of the
defective region is examined in this section. Simulations
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FIG. 12. Defect depth distribution function (DDDF) for irradiation of silicon with (a) Ne(10), (b) Ga(31), (c) Xe(54), and (d) Pt(78) ions
of different energies and fluences with a constant beam diameter of 5 nm.

were performed for three different beam diameters of 50,
70, and 100 Å, while maintaining a constant fluence of
2.54 × 1013 ions cm−2. This corresponds to a total of 5, 10, and
20 ions striking the lattice within the specified beam diameter
respectively. Owing to the consistency in the trends observed
for the different ions, this study is carried out for only one case
corresponding to an incident Xe ion with energy of 5 keV.

The representative defective lattice obtained from the bom-
bardment of Xe 5 keV ions at fluence of 2.54 × 1013 ions cm−2

from a beam diameter of 50 Å [Fig. 14(a)] and 100 Å
[Fig. 14(b)]. The characteristics of the defective region with
variation of the beam diameter is plotted in Fig. 15. The
variation in the number of defects and diameter is such that a

(nearly) constant value for the area density (ρarea) is achieved,
which is consistent since all the cases corresponds to a constant
fluence. However, the height of the defective region is observed
to increase for the larger beam diameter cases as a result of
more ions striking the lattice. This in turn causes the volume
density to decrease with increasing beam diameter.

Although the area density remains almost constant, and the
volume density only shows a marginal reduction, the thermal
conductivity is found to significantly decrease with the beam
diameter. This can be attributed to the much larger size of the
defective region when the beam diameter is increased. This
suggests that the influence of defective region diameter on
the thermal conductivity is more pronounced than the volume
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FIG. 13. Thermal conductivity values for representative defective lattice obtained from continuous irradiation of silicon at multiple fluences
with (a) Ne(10), (b) Ga(31), (c) Xe(54), and (d) Pt(78) ions of different energies.

density. Also, it is observed that the variation in diameter
of the defective region with the beam diameter is much more
pronounced than in the previous cases with varying energy and
ion atomic number. Hence the beam diameter is an important
factor influencing the defective region diameter.

Figure 16 shows the DRDF and the DDDF for the three
different beam diameters. The shape of the DRDF widens
with the higher beam diameters. The marginal decrease in the
magnitude of the peak is attributed to the increasing height
of the defective region with the beam diameter. The DDDF
plots for the different cases are very similar, having the same
magnitude for both the peaks, but with a shift in the position.
This shift is also a consequence of the increasing height, due
to more ions bombarding the lattice at higher beam diameters.

VI. CONCLUSION

In this study, the structural and thermal effects of the defect
configurations produced at the atomic level during continuous
energetic ion bombardment in 3D silicon is characterized.
Molecular dynamics (MD) simulations closely resembling
a tight ion beam processing setup were carried out at room
temperatures taking into account the effect of annealing and
electronic stopping. The effect of a number of experimental
design parameters including the ion species (atomic number),
energy, fluence and beam width on the defect configurations
and the thermal conductivity of the lattice were investigated.
Since the different properties of the material may depend upon
various characteristics of the defect configuration, a broad
range of the defect characteristics are presented in this study.
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FIG. 14. Perspective view of a representative defective silicon lattice produced by irradiation of Xe(54) 5-keV ions at a constant fluence of
2.54 × 1013 ions cm−2 for a beam diameter of (a) d = 50 and (b) 100 Å . The pristine regions are transparent, while the defective and surface
atoms are indicated by red and cyan respectively.

The number of vacancies and interstitials is quantified using
the criteria of half the nearest-neighbor radius spheres. In
order to characterize the size of the defective region, it is
cast as a cylindrical region. The diameter and height of the

defective region is used to compute the area density (ρarea)
and volume density (ρvol). In addition, the radial (DRDF) and
depth (DDDF) distribution of the defects within this defective
region is also characterized. Further, the amorphous pockets
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FIG. 15. (a) Average number of defects, (b) diameter, (c) height, (d) area density, (e) volumetric density, and (f) thermal conductivity of
the defective region for irradiation of silicon with Xe(54) 5-keV ions at a fluence of 2.54 × 1013 ions cm−2 and varying beam diameters.
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FIG. 16. (a) Defect radial distribution function (DRDF) and (b) defect depth distribution function (DDDF) for irradiation of silicon with
Xe(54) 5-keV ions at a fluence of 2.54 × 1013 ions cm−2 and varying beam diameters.

produced during ion irradiation are analyzed by characterizing
them as defect clusters and computing their properties. Finally,
the thermal conductivity is also calculated for each of the cases
by choosing a representative lattice, most closely matching the
average properties.

It was also demonstrated that the results of the single
ion irradiation simulations cannot be directly extrapolated to
predict the properties of the defective regions produced under
continuous bombardment of the lattice by multiple ions. Hence
multi-ion impact simulations are necessary for understanding
the defect formation characteristics, trends, and consistent
comparison with experiments.

The number of defects, diameter, and height of the defective
region were observed to monotonically increase with the
energy of the ion. However, the rate of increase of each were
quite different for each of the quantities. The area density
and volume density are found to exhibit opposite trends,
where the ρarea is found to increase with energy, while the
ρvol decreases. Hence the energy of the ion can be a useful
parameter to achieve desired material properties, which are
uniquely influenced by the area and volumetric densities. The
increasing diameter and decreasing volumetric density were
observed to have opposing effects on the thermal conductivity
leading to negligible variation in the thermal conductivity and
no clear trends could be discerned owing to the error bars
associated with the Green-Kubo methodology.

At a fixed energy and fluence, increasing the ion atomic
number is found to increase the number of defects, but leads
to a defective region of smaller height and diameter, which
is attributed to the greater interaction potential of the larger
ions. Consequently, the area and the volume density increases
with the ion atomic number. The ion atomic number is found
to be the most influential parameter for controlling the density
of the defects within a region. Thus regions of high defect
densities can be produced by larger ions with smaller energies.
All of the defect characteristics were observed to continually

increase with the fluence, while the thermal conductivity was
found to monotonically decrease. Reasonable estimation for
the number of defects and other properties of the defective
region can be obtained for other ions, (reasonable) energy and
fluence ranges from the results presented in this study.

The DRDF profiles for all the cases were found to uniformly
decrease with the radial distance. Both the ion atomic number
and fluence lead to a larger peak and a greater spread in
the DRDF, and these effects are more pronounced than the
energy of the ion (in the energy ranges considered). The
DDDF is characterized by two peaks, a smaller one at the
surface and a larger peak within the lattice. Increasing ion
energies leads to a wider DDDF distribution and a lower
internal peak which is shifted further away from the surface.
The ion atomic number has the exact opposite trend and results
in a more narrow distribution with a higher second peak, that
is closer to the surface. On the other hand, larger fluences
cause the DDDF profile to broaden and also lead to a peak
with greater magnitude that is marginally shifted further into
the lattice. These detailed distributions (DRDF and DDDF)
provide reasonably accurate (representative) defective regions,
which can be directly used to investigate the change in various
physical properties of the system due to irradiation.

Analyzing the properties of the defect clusters showed that
most of defects occurred in large clusters, with very few iso-
lated defects, resulting from the short RCS in semiconductors.
In addition, the isolated single defects were found to be almost
twice that of isolated Frenkel defects, suggesting that RCS is
long enough to displace the atoms from its original position
by a distance greater than one bond length. Due to the higher
penetration of the lower mass ions, the fraction of isolated
defects is found to decrease with the ion atomic number.
The energy of the ion has little influence on the cluster size
and fraction of isolated defects, suggesting that the cascade
dynamics and defect formation does not vary substantially
with energy (in the ranges considered). The average cluster
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size is observed to increase with the fluence, which is attributed
to two reasons, the greater overlap of the cascade regions of
multiple ions, and the lower stability of the defective regions,
making it more susceptible to further damage.

Finally, the effect of varying the beam diameter at a fixed
fluence was examined. Although the area density remained
constant, the height of the defective region exhibited a slight
increase with beam diameter, leading to decrease in the volume
density of the defects. The rate of increase of the defective
region diameter was found to be more pronounced in compar-
ison with the previous parameters of energy, atomic number
and fluence, which implies that the beam diameter is the major
factor in determining the diameter of the defective region. This
is of great significance from an experimental view point since
the beam diameter is an easily controllable design parameter.
Wider DRDF profiles with marginally decreasing peaks were
observed with increasing beam diameter. The DDDF profiles
for the different cases were qualitatively and quantitatively
similar, with peaks of same magnitude, which were shifted

slightly away from the surface with increasing beam diameter.
Although only marginal variation was observed in the defect
densities, a sharp decrease in the thermal conductivity is found
with increasing beam diameter resulting from the larger size of
the defective region. This suggests that the size of the defective
region has a greater influence in modifying the thermal
conductivity in comparison with the defect density. This
study indicates that ion beam irradiation can be a realizable
manufacturing process with high tunability and control. The
data presented in this work can be utilized to inform and select
the suitable irradiation parameters to introduce specific types
of defects in a silicon target for tailoring the desired material
properties.
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