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Grain boundaries are natural interfaces present in polycrystalline materials and have an important role in
transport properties. In this work, the impact of grain boundary crystallographic mismatch, local impurity
modulation, and spacing on lattice thermal conductivity is examined from the kinetic theory approach, with ZnO
as a case study. We employ a dislocation-based model to describe the grain boundary scatterings of phonons,
in which structural characteristics of grain boundaries are explicitly built-in and grain boundary scattering time
depends on phonon frequency. This is in contrast to the gray model or the commonly used Casimir limit, which
is blind to both grain boundary features and phonon frequency. We show that the lattice thermal conductivity
generally decreases with grain boundary misorientation angle, and this dependence is significant for small grain
boundary spacing while it tends to diminish for a large one. Intriguingly, our results show that local grain
boundary chemistry can affect even more substantially than the crystallographic misfit on phonon relaxation
time and interfacial thermal (Kapitza) resistance. Our results suggest new opportunities in tuning lattice thermal
conductivity besides the nanostructure engineering approach, and demonstrates the synergetic effects of grain
boundary characteristics on phonon conduction in polycrystals.
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I. INTRODUCTION

Understanding the thermal conductivity of materials is
one crucial subject in energy and structural materials. For
instance, low lattice thermal conductivity is required for both
thermoelectrics [1,2] and thermal insulation applications [3,4],
whereas materials with excellent heat conduction properties
are highly needed for thermal management materials such
as in microelectronics [5]. Thermal conductivity consists of
lattice (phonon) and electronic contributions. In a large number
of materials of interests, the electronic contribution can be
ignored as compared to the phonon contribution due to the
low electrical conductivity, according to the Wiedemann-Franz
law. Lattice thermal conductivity, with phonon as heat carriers,
is influenced by multiple phonon scattering processes, includ-
ing interactions with other phonons (anharmonic scattering)
and material defects of various dimensions. Investigations have
been successfully carried out on various phonon scattering
processes including interactions with other phonons (anhar-
monic scattering) [6–8], point defects [9,10], dislocations
[11,12], interfaces [13–15], and boundaries [16–18] and even
nanopores [19]. Recently, the research interests in the role
of grain boundaries (GBs) on lattice thermal conductivity,
which are naturally existing interfaces in polycrystals, has
experienced a renaissance [20,21]. A study on Si1−xGex

nanocomposites shows that thermal conductivity is dominated
by grain boundaries rather than by alloying [22]. Not only
in thermoelectric materials, grain boundary thermal transport
also attains research attention in carbon based materials like
graphene [23] and diamond [24] for heat sink applications.
Notwithstanding these achievements, most of these investi-
gations were based on molecular dynamic simulations and
primarily focus on grain size effect.

Grain boundary misorientation angle should have a
significant influence on lattice thermal conductivity since
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propagating phonon waves encounter a change of crystal
direction or periodicity across GB. In addition, impurities can
segregate at oxide grain boundaries [25] and is expected to
create a local mass and strain contrast. The segregation of Pr
and Bi elements at ZnO GBs have been verified by atomic
resolution transmission electron microscopy (TEM) [26–28]
and first-principle calculations [29–31], which accounts for
the nonlinear electrical behavior of ZnO [32]. Nevertheless,
thermal transport properties of chemically modified ZnO grain
boundaries have not yet been investigated.

In this paper, we employ a kinetic theory approach
to compute the lattice thermal conductivity of ZnO with
various grain boundary characteristics. The inverse phonon
lifetime coefficient of anharmonic scattering is obtained in
a rigorous way and used for later calculations. We applied
a dislocation-based model to describe the grain boundary
structure and the associated phonon scattering, in which the GB
phonon relaxation time is frequency dependent. Despite the
approximations in the complex interactions between phonon
scattering and phonon velocity, the present work provides
new insights into the role of length scale, crystallographic
and chemical characteristics of grain boundaries on phonon
conduction. The approach offers a clue to design or modify
GB structure for desired phonon transport properties in poly-
crystalline materials of scientific and technological interests,
such as thermoelectrics, thermal barrier coatings, and thermal
management materials.

II. DESCRIPTION OF THE MODEL

We begin with the physics of lattice thermal conductivity,
which is commonly given by the kinetic theory

κ =
∫ ∞

0
κ(ω) dω = 1

3

∫ ∞

0
C(ω)vg(ω)�(ω) dω

= 1

3

∫ ∞

0
C(ω)vg(ω)2τ (ω) dω, (1)
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where C(ω) is the volumetric specific heat capacity, vg(ω) is
the group velocity of phonons, � is the phonon mean free
path (MFP), and τ (ω) is the phonon relaxation or scattering
time, also known as phonon lifetime. Yang and Dames [33]
reformed the equation by changing the integration variable
from ω to � as

κ =
∫ ∞

0
κ�(ω) d�

= − 1

3

∫ ∞

0
C(ω)vg(ω)�(ω)

(
d�

dω

)−1

d�. (2)

The above transformation provides a more intuitive physi-
cal picture. Interatomic spacing generally sets the lower bound
for phonon MFP [34], and we choose the minimum MFP �min

as a half of the c-axis lattice parameter of ZnO unit cell which
is 2.6 Å. Since �(ω) is normally a monotonically decreasing
function of ω, the minimum MFP �min gives a upper limit of
integral ωmax in Eq. (1). We take this back to a mathematically
convenient form of Eq. (1), which is given by [8,9],

κ = kB

2π2vs

(
kBT

h̄

)3 ∫ xlim

0
τ (x)

x4ex

(ex − 1)2 dx, (3)

with x = h̄ω/kBT a dimensionless parameter as the in-
tegration variable, and the upper limit of integral xlim =
h̄ωmax/kBT . The phonon relaxation time τ (x) is determined
from the individual scattering process via Matthiessen’s rule

τ (x)−1 =
∑

i

τi(x)−1 = τ−1
U + τ−1

D + τ−1
B , (4)

where anharmonic scattering (τU ), point defect or alloy
scattering (τD) and grain boundary or interface scattering (τB)
are most commonly considered.

Above the Debye temperature, the phonon relaxation
time associated with anharmonic scattering τU relates to
the phonon frequency by τ−1

U = S(T )ω2, where S(T ) ∼= CT

[9,16,35]. The temperature-independent parameter C is an
inverse phonon lifetime coefficient for anharmonic scattering.
The C value is mostly obtained by fitting the experimental
data [15,21]; however, experimental room temperature
thermal conductivity of pure ZnO varies drastically, ranging
from 36 to 135 Wm−1K−1 [15,36–40]. Various factors can
account for this large variation, such as microstructure and
point defects. It is therefore necessary to derive the C value
from high-quality single-crystal data. Considering there is
nonnegligible anisotropy in phonon conduction along the a

and c axes of ZnO, the mean or effective value should be
used. The mean thermal conductivity κmean represents the
phonon conduction averaged over crystal orientations, or
equivalently, the thermal conductivity of a polycrystal that
consists of randomly oriented grains but without the effect
of grain boundary scatterings. It can be obtained using a
“correlational approximation” model [15,41,42]

κmean

κa

= r + 2

3
− 2

9

(r − 1)2

r + 2
, (5)

where r = κc/κa is the anisotropy factor, and κa and κc

are lattice thermal conductivity along the a and c axes
of the ZnO single crystal, respectively. The measured RT
(room temperature) thermal conductivity along the c axis of

single-crystal ZnO is about 95−116 Wm−1K−1 [38,40]. A
recent density functional theory calculation work on ZnO
[43] reports that the lattice thermal conductivity along the
a and c axes values are 63 and 95 Wm−1K−1, respectively,
with the latter one in good agreement with experiments. Since
the measured a-axis value is yet not available, we take the
DFT-calculated values for both the a and c axes back to
Eq. (5) and obtain κmean = 72.64 W m−1 K−1. In putting this
value back to Eqs. (3) and (4), the inverse phonon lifetime
coefficient for anharmonic scattering in ZnO is obtained
as C = 1.62×10−18 s/K, which is on the same order of
magnitude as the previously found one [44].

For point defect or alloy scattering, we use the com-
mon form [21,45,46], a Rayleigh-like expression τ−1

D =
V0�ω4/(4πv3

g), where V0 is the volume per atom. � =∑
i fi(1 − mi/m̄)2 relates to the mass disorder where fi and

mi are the fraction and the atomic mass of defect species i,
respectively, and m̄ is the average mass of all atoms. For simple
materials like ZnO, we use the Debye model so that the phonon
group velocity vg and phase velocity vp can be approximated
as the constant of sound velocity vs [35], which is given in
terms of the longitudinal vL and transverse vT wave velocities
3/v3

s = 1/v3
L + 2/v3

T . In putting vL = 6365 m/s and vT =
2735 m/s for bulk ZnO [37], we obtain vg ≈ vs = 3090 m/s.

The general form of phonon relaxation time due to grain
boundary scattering is τ−1

B = vg/Fd [47,48], where d is the
GB spacing. F relates to the specularity of the boundary
scattering and is not clearly known. F = 1 is commonly taken
so that the equation reduces to the Casimir limit τ−1

B = vg/d,
which represents a rough boundary surface and purely
diffusive scattering [49]. Apparently, the Casimir model (also
known as the gray model) describes the boundary scattering
as phonon frequency-independent, with an implication that
the boundary scattering strength of phonons is a constant and
unaffected by GB characteristics except the spacing. In this
work, we treat grain boundary as described by an array of
dislocations; for symmetric tilt grain boundary, the dislocation
spacing at GB, D, relates to the GB misorientation angle θ

according to [50]

1

D
= 2sinθ/2

b
, (6)

where b is the Burgers vector. Equation (6) shows that the
linear dislocation density along GB, 1/D, increases with
crystallographic mismatch. Accordingly, the phonon lifetime
associated with GB scattering can be described based on
phonon scattering by arrays of dislocations [16,45], which
consists of phonon scattering time due to dislocation cores
τDC and strain field τDS

τ−1
DC = ND

V
4/3

0

v2
g

ω3, (7)

τ−1
DS = 0.6b2

effND(γ + γ ′)2

×
⎧⎨
⎩1

2
+ 1

24

(
1 − 2r

1 − r

)2
[

1 +
√

2

(
vL

vT

)2
]2

⎫⎬
⎭, (8)

where ND ≈ 2/(d×D) is the converted areal dislocation
density. beff is the magnitude of effective Burgers vector and
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FIG. 1. (a) Calculated room temperature ZnO thermal conductivity and (b) the derived grain boundary Kapitza resistance as a function of
grain boundary misorientation angle for grain boundary spacing ranging from 10 nm to 10 μm. The corresponding linear dislocation density
along grain boundary is indicated on the top axis. The intrinsic thermal conductivity of ZnO is also superimposed on the figure.

can be approximated to be lattice parameter. r is the Poisson’s
ratio and is 0.337 for bulk ZnO [51]. γ is the Grüneisen
parameter, and it has an approximated value of 0.75 for
tetrahedrally bonded structure. γ ′ is the change in Grüneisen
parameter due to impurity modulation and is given by [52]

γ ′ = V0cK

kBTa

(γα2 − αβ), (9)

where c is the impurity segregation concentration. K =
E/3(1 − 2r) is the bulk modulus and can be obtained from
Young’s modulus E and Poisson’s ratio r . Ta is the annealing
temperature at which the material is last thermally equilibrated
and a common value of 1273 K is used. α and β are the atomic
volumetric difference and mass mismatch, respectively, which
are given as

α = Vi − V0

V0
, β = 1

2

m0 − mi

m0
, (10)

where the subscript 0 and i refers to the host and impurity
species, respectively. With Eqs. (6) to (10), the impact of
grain boundary characteristics on lattice thermal conductivity,
including misorientation angle, local chemical modulation,
and spacing, can be evaluated.

III. RESULTS AND DISCUSSIONS

In Fig. 1(a), we present RT thermal conductivity of ZnO
with grain boundary misorientation angle up to 30°, or
equivalently the corresponding linear dislocation density along
GB, for a range of GB spacing from 10 nm to 10 μm. Seen
from the plot, thermal conductivity decreases with increasing
crystallographic misfit or defect density at GB, which is
significant for small GB spacing d because a large fraction
of phonons encounter GB scatterings. In addition, thermal
conductivity for small GB spacing drops quickly at low
misorientation angle θ and saturates to a constant that is
basically unchanged with further increase in θ . In contrast,
thermal conductivity is less affected by θ for large grain size,

in which the GB spacing is generally much larger than the
phonon MFP. For instance, for d = 10 μm, there is only a
slight reduction in thermal conductivity when θ increases from
0 to 30◦. Assuming thermal resistance in series, the Kapitza
resistance Rk can be readily derived from the equation

1

κ
= 1

κi

+ Rk

d
, (11)

where κ is the effective thermal conductivity of polycrystalline
ZnO, κi is the intrinsic one and d is the grain boundary
spacing. The Kapitza resistance of ZnO grain boundaries
versus GB misorientation angle is plotted in Fig. 1(b). Notably,
irrespective of grain boundary spacing, the Kapitza resistance
Rk increases with θ , from a few to tens of 10−10 m2K/W.
This range covers well the measured values 13, 45, and
49.8×10−10 m2K/W for grain boundaries of Si [53], YSZ [54],
and SrTiO3 [55]. By comparing Figs. 1(a) and 1(b), one sees the
synergetic effect of GB spacing and crystallographic mismatch
on lattice thermal conductivity. For instance, for d = 10 μm,
although there is a considerable increase in Rk with increasing
θ , the lattice thermal conductivity is virtually unchanged.

We now examine the influence of grain boundary impurity
segregation on phonon conduction. Although Pr and Bi have
very low solid solubility in ZnO lattice, generally smaller than
0.5 mol.% [56,57], the occupancy of Pr and Bi atoms on Zn2+
sites can be quite high at GBs. For instance, first-principle
calculations suggests that Bi concentration can be up to
12.5 mol.% at ZnO

∑ = 13 grain boundary [29]; structure
unit analysis based on atomic resolution electron microscopy
suggests that Pr concentration segregated at ZnO GB can
be as high as 15 mol.% [26]. We use these values as the
limit of ZnO GB impurity segregation concentration for our
calculations. We chose the grain boundary spacing of 500 nm
and a misorientation angle of 15◦ for computing the thermal
conductivity. Shown in Fig. 2(a), the thermal conductivity
decreases with increasing impurity segregation concentration.
Bi segregation is found to have a more significant effect than
Pr in reducing the thermal conductivity. This is attributed
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FIG. 2. (a) Calculated room temperature ZnO thermal conductivity as a function of impurity concentration for Pr (open square) and Bi
(open circle) elements, respectively. The thermal conductivity data consist of two sets: the ZnO with all impurity atoms segregate on GBs
(red symbols) and ZnO solid solutions with “clean” GBs (blue symbols). To show the contrast between the effects of point defect and GB
impurity segregation on phonon scattering, hypothetical ZnO solid solutions with impurity concentration beyond the solid solubility limit is
also presented (gray symbols). All calculations are performed on a GB spacing of 500 nm with a misorientation angle of 15◦. (b) Derived
Kapitza resistance as a function of impurity segregation concentration at ZnO GBs.

to the relatively large atomic volumetric mismatch and mass
difference at GB created by Bi atoms, which can be seen by
comparing the values of α and β using Eq. (10). To make a
comparison to the point-defect-dominated phonon scattering,
we calculate the thermal conductivity of ZnO solid solutions
in which all impurity species substituting Zn2+ sites in bulk
while leaving “clean” grain boundaries of the same spacing.
Both Pr and Bi have the valency of +3 and create substitutional
defects M•

Zn (M = Pr, Bi) and cationic vacancies V
′′
Zn for site

and charge balance [27–29]. Due to the intrinsically low solid
solubility of Pr and Bi in ZnO bulk, impurity concentration
beyond 0.005 is considered as hypothetical solid solutions.
Interestingly, with increasing impurity concentration, there is
a cross-over between the thermal conductivity of ZnO with
impurities at GBs and ZnO solid solutions, for both Pr and
Bi. Our results imply that by local impurity modulation, grain
boundary scattering can further bring down the lattice thermal
conductivity when point defect scattering becomes almost
ineffective. In Fig. 2(b), we show the Kapitza resistance as
a function of GB impurity segregation concentration. For
the same impurity segregation concentration, Bi-modified
GB has a larger value of Rk than Pr. The most striking
feature in Fig. 2(b) is the dramatic increase in Rk when GB
impurity segregation concentration goes above ∼0.06. The
room temperature Rk reaches 2089 and 5726×10−10 m2K/W
for of [Pr] = 0.15 and [Bi] = 0.13, respectively. To make a
comparison, the highest reported value of room temperature
Rk is about ∼1200×10−10 m2K/W which is measured from
the interface of Bi/hydrogen-terminated diamond [58]. Our
calculation results can, to some extent, overestimate the grain
boundary impurity segregation effect, while keeping in mind
that most of the reported Rk values are measured from “clean”
interfaces. Theoretically, there is no upper limit for Rk , and
as high as about 30 000×10−10 m2K/W has been reported for
the Al-3Si/diamond interface at 50 K [20].

The influence of grain boundary characteristics on phonon
scatterings is better understood from the analysis of the phonon

relaxation time against frequency. Seen from Fig. 3(a), the
phonon lifetime due to GB scattering based on the Casimir
model is frequency-independent, which is commonly seen in
the literature [35,59]. In contrast, the dislocation-based GB
scattering model suggests a strong frequency dependence of
phonon populations, especially at low frequencies. The phonon
relaxation time decreases with increasing GB misorientation
angle, implying the enhanced phonon scattering with crystal-
lographic mismatch. Local chemical modulation at GB by
Pr and Bi further reduces the phonon lifetime by several
orders of magnitude. The frequency dependence of the phonon
contribution to lattice thermal conductivity can be seen from
the spectral thermal conductivity κs [16,35]

κs = 3kBω2

2π2vg

τ (ω). (12)

Apparently, grain boundary primarily scatter low- to mid-
frequency (or equivalently, mid- to long-wavelength) phonons,
as shown in Fig. 3(b). For anharmonic scattering, the spectral
thermal conductivity is invariant with phonon frequency
since the ω2 term in Eq. (12) is cancelled out by ω−2 in
τU . Interestingly, the dislocation-based GB model shows a
narrower frequency “window” of strong phonon scattering
than the Casimir model. For a certain frequency, the phonon
lifetime and spectral thermal conductivity can vary by orders of
magnitude due to the change in GB misorientation angle and
impurity segregation, whereas the commonly used Casimir
model is unseeing to these factors.

Finally, we examine the role of grain boundary spacing,
which intuitively affects the phonon MFP. We perform the
analysis based on MFP spectrum and thermal conductivity
accumulation function approach, which is a powerful way of
quantifying the phonon mode contributions to the thermal
conductivity [33,46,60–62]. Assuming the isotropic bulk
dispersion relations and MFP, we first calculate the cumula-
tive thermal conductivity κcum = ∫ �α

�min
κ�(ω)d�, which gives

155313-4



IMPACT OF GRAIN BOUNDARY CHARACTERISTICS ON . . . PHYSICAL REVIEW B 95, 155313 (2017)

FIG. 3. (a) Frequency dependence of phonon relaxation time and (b) spectral thermal conductivity for ZnO with various grain boundary
characteristics: “clean” GBs with misorientation angle of 1, 15, and 30◦ and [Pr] = [Bi] = 0.10 segregated GBs with misorientation angle of
15◦. Calculations are performed for room temperature and grain size of 100 nm. Also shown are the Casimir model and anharmonic scattering
for comparison.

the absolute contribution value to the thermal conductivity
provided by the phonon modes up to �α . In Fig. 4(a), we
show the cumulative thermal conductivity as a function of
phonon MFP for grain boundary spacing ranging from 5 nm
to 10 μm for the same misorientation angle of 15°. The
intrinsic curve is calculated based on anharmonic scattering
and shown as reference to reveal the role of grain boundary
spacing in reducing the thermal conductivity. Apparently,
nanoscale grain boundary spacing leads to tremendous re-
duction in thermal conductivity, whereas for large grain
boundary spacing like 10 μm the MFP distribution is almost
indistinguishably close to the intrinsic one. The thermal
conductivity accumulation function is then readily obtained,
α = ∫ �α

�min
κ�(ω)d�/

∫ ∞
�min

κ�(ω)d�, which is the normalized
value characterizing the fractional contribution. Interestingly,
the corresponding thermal conductivity accumulation function
curves appear similar, as shown in Fig. 4(b), and the large

GB spacing curve (d = 10 μm) virtually overlaps with the
intrinsic one. Close observation reveals that as d decreases,
the contribution from short MFP phonon modes becomes
smaller and the phonon MFP distribution appears sharper.
Furthermore, the thermal conductivity accumulation function
of small GB spacing quickly asymptote towards the bulk value,
whereas the accumulation function of intrinsic and large GB
spacing has a longer tail in the large phonon MFP regime. For
instances, the thermal conductivity accumulation function for
d = 5 nm reaches the bulk value roughly at MFP of 300 nm
whereas the intrinsic one still has apparent contributions from
longer MFP phonons.

The remarkable influence of GB characteristics on lattice
thermal conductivity, as predicted by the kinetic theory ap-
proach, is expected to raise fundamental interests in materials
science and suggests a new avenue of experimental work. For
instance, by careful design and growth of ZnO bicrystals, the

FIG. 4. (a) Cumulative thermal conductivity and (b) thermal conductivity accumulation function versus phonon MFP for different grain
boundary spacing. All GBs are impurity-free and have a misorientation angle of 15◦. Anharmonic scattering is considered in all calculations.
Also shown is the intrinsic behavior where phonon conduction is solely governed by anharmonic scattering.
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misorientation angle of grain boundaries can be controlled
and determined; the bicrystal GB can also be enriched with
alien elements using a diffusion couple approach. Then, direct
measurement of the thermal conductance across the bicrystal
GB can provide the experimental results. The effect of grain
boundary spacing can be seen on samples of a wide range of
grain sizes, which can be made by nanomaterials synthesis,
advanced sintering and postannealing.

IV. CONCLUSIONS

In conclusion, we present a kinetic theory approach and
predict that grain boundary crystallographic mismatch, chem-
ical modulation, and spacing have a remarkable impact on
lattice thermal conductivity, demonstrated on ZnO. We show
that these factors in concert change the grain boundary Kapitza

resistance and consequently the lattice thermal conductivity,
with impurity modulation offering an unexpectedly large
reduction in boundary conductance. Besides the commonly
used nanostructure engineering where spacing is the frequently
used control factor, we suggests new possibilities for engi-
neering the lattice thermal conductivity via modifying the
grain boundary crystallography and chemistry. Our results
can have important implications for applications such as
thermoelectrics, thermal insulation, and heat dissipation.
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