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Radiative lifetimes of dipolar excitons in double quantum wells
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Spatially indirect excitons in semiconducting double quantum wells have been shown to exhibit rich collective
many-body behavior that results from the nature of the extended dipole-dipole interactions between particles. For
many spectroscopic studies of the emission from a system of such indirect excitons, it is crucial to separate the
single-particle properties of the excitons from the many-body effects arising from their mutual interactions. In
particular, knowledge of the relation between the emission energy of indirect excitons and their radiative lifetime
could be highly beneficial for control, manipulation, and analysis of such systems. Here we study a simple
analytic approximate relation between the radiative lifetime of indirect excitons and their emission energy. We
show, both numerically and experimentally, the validity and the limits of this approximate relation. This relation
between the emission energy and the lifetime of indirect excitons can be used to tune and determine their lifetime
and their resulting dynamics without the need of directly measuring it, and as a tool for design of indirect exciton
based devices.
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I. INTRODUCTION

An indirect exciton (IX) is a Coulomb-bound complex of
an electron (e) and a hole (h) where the opposite charges of the
bound complex are spatially separated in two parallel layers
with a tunneling barrier between them, as is depicted in Fig. 1.
Such IXs are usually formed by optical excitation of an elec-
trically biased double quantum well (DQW) heterostructure
[1–3]. This spatial e − h separation leads to a long radiative
lifetime and to a large electrical dipole moment of the IX.
Due to the combination of these two properties, IXs give
a unique opportunity to observe and study interesting cold
interacting low-dimensional fluids.

In recent years, an intensive experimental and theoretical
effort focused on IX fluids in GaAs based DQWs revealed
many intriguing phenomena, such as spontaneous pattern
formation [4–7], spin textures [8], interaction-induced particle
correlations [9,10], molecular IX complexes [11,12], as well
as evidence for complex collective phases [10,13–17]. On the
other hand, recent progress in the techniques for control and
manipulation of IXs led to demonstration of various kinds
of complex device functionalities such as trapping schemes
[11,18–21], flow control, IX transport and routing [22–26],
and spin transport [27,28]. Due to these recent advancements,
cold IX fluids started attracting the interest of a wider
scientific community, and new experiments on dipolar fluids
of IXs in newly emerging systems have been performed re-
cently. These include bilayer two-dimensional transition-metal
dichalcogenide systems [29,30], bilayer graphene [31,32], and
polaritonic systems [33–36] among others.

To fully understand and control the various properties
of such optically generated IX fluids, it is very important
to have a good insight on their intrinsic dynamics. A key
property of the IX dynamics is the radiative lifetime. This
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radiative lifetime due to the e − h optical recombination is the
dominant loss process in such systems, and can in principle be
measured directly by time-resolved measurement of the decay
of their photoluminescence after a pulse excitation [37–40].
However, as many experiments are done in a steady state
under continuous-wave excitation and do not involve a direct
lifetime measurement, a method of inferring the lifetime from
other measurable quantities can be very useful. In particular,
when designing a sample, a complex device, or an experiment,
a prior knowledge and understanding of such recombination
dynamics could be essential.

Previous theoretical works have proposed various ap-
proaches allowing calculation of the lifetime of IXs [41–52].
These have considered some of the sources for the complexity
of the general problem, such as the three-dimensional shape
of the wave function of the bound e − h pair, effect of strong
IX localization, and other effects. Here we discuss a simpler
approach, proposed in our previous work [10], according to
which the radiative lifetime of an IX is simply related to its
emission energy. This approach disregards many of the aspects
addressed by the more general models, limiting its own validity
to certain conditions, in order to reach a very simple method
to extract lifetimes for IXs. Nevertheless, as we show below,
despite its simplicity the model obtained is still expected to
be accurate under a wide range of experimentally accessible
parameters.

The model of Ref. [10] considers the recombination lifetime
of an IX as being inversely proportional to the squared overlap
integral between the envelope wave functions of the e and the
h along the DQW growth direction z:

τid = τd

|〈ψe|ψh〉|2 (1)

where τid and τd are the lifetimes of the IX and of the direct
exciton (DX), respectively, and ψe and ψh are the envelope
wave functions of the e and the h along the z axis, respectively.
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FIG. 1. (a) A simplified illustration of the typical realization of
IXs in semiconductor DQW heterostructure. Two quantum wells of
width W are separated by a thin central barrier layer marked as B.
A metallic gate is positioned on the top of the sample, allowing the
induction of the electric field in the z direction. Bound pairs of e (blue
sphere) and h (red sphere) are created in the wells by optical excitation
and can occupy the DX state, where both particles reside in the same
well, or in the IX state, where each of them resides in a different
well. (b) A typical energy diagram, illustrating the conduction (CB)
and valence (VB) energy bands along the z axis, the wave functions
of the h (red line) and the e occupying the DX (yellow line) and IX
(blue line) states, and their corresponding energies (dashed lines). The
external electric field is responsible for the tilt of the energy bands,
making the IX state lower in energy than the DX state.

Figure 1 schematically illustrates both the DX and IX states in
a DQW under an applied electric field along the z axis.

Under a weak enough external electric field, the envelope
wave functions of the e and the h in their lowest-energy
states can be approximated as a linear combination of the
corresponding lowest-energy flat-band single quantum well

(SQW) wave functions [53]:

ψe(z) = cl
eψ

l
e(z) + cr

eψ
r
e (z), (2a)

ψh(z) = cl
hψ

l
h(z) + cr

hψ
r
h(z). (2b)

Initially, increasing the field will only affect the coefficients
and not the validity of the approximation itself. However, when
the field becomes strong enough such that the potential drop
across each QW is of the order of the difference between
the ground energy in the SQW and its first excited-state
energy, this approximation breaks. Such strong field leads to
a substantial admixture of excited states, shifting the peak of
each wave function away from the tunneling barrier. Another
approximation can be made in cases where the effective mass
of the h is significantly larger than the effective mass of the
e, and under a large enough external field. In such case, the
lowest-energy h’s wave function can be well approximated
by only one SQW wave function, i.e., ψh(z) = ψr

h(z) in the
case of an electric field applied in the positive z direction, as
is illustrated in Fig. 1(b). As a result, if the external field
is strong enough, the computation of the overlap integral
〈ψe|ψh〉 of Eq. (1) can be approximated by integration of
the e’s wave function only inside the right QW, where the
h’s wave function is strongly confined. Thus, there is an
intermediate range of electric-field values in which both of the
above approximations should hold to a good accuracy. Within
this range, the computation of the recombination lifetime is
reduced to the computation of cr

e—the amplitude of the e’s
wave function in the h’s well:

τid = τd∣∣cr
e

∣∣2 . (3)

As was shown in Ref. [10], the solution of the problem in the
basis of ψl

e and ψr
e yields

cr
e = 1√

2

√√√√1 − Ed − Eid√
(Ed − Eid )2 + 4v2

e

(4)

where Ed and Eid are the energies of the DX and IX,
respectively, and ve is the following tunneling matrix element
for the e:

ve = 〈
ψl

e

∣∣(T + Ve(z))
∣∣ψr

e

〉 − 〈
ψl

e

∣∣ψr
e

〉
E0. (5)

Here, T is the kinetic energy, Ve(z) is the DQW potential felt
by the electron, and E0 is the ground-state energy of a noninter-
acting electron in a SQW potential. The expression in Eq. (5)
is obtained under the assumption that all other contributions to
ve (i.e., the external electric field, the interaction of the electron
with neighboring IXs, and its Coulomb interaction with the h)
are negligible. As explained above, Eq. (4) is expected to be
valid where the following conditions are satisfied:

vh � ve, (6a)

vh � Ed − Eid � E
(1)
d − E

(0)
d (6b)

where vh is the corresponding tunneling matrix element for
the h and E

(n)
d is the n’th DX energy level in a flatband SQW.

Additionally, in cases where also the following condition is
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satisfied,

ve � 1
2 (Ed − Eid ), (7)

Eq. (4) is reduced to

cr
e = ve

Ed − Eid

. (8)

In such case, the radiative lifetime of an IX can approximately
be expressed as [10]

1

τid

= 1

τd

v2
e

(Ed − Eid )2 . (9)

It is worth mentioning the Coulomb binding between the e

and the h within an IX. A three-dimensional treatment of the
problem shows that the binding energy of an IX may shift due
to variation of the external field and the IX-IX interaction, over
a few milli-electron-volts in samples such as that discussed
here [48]. This, off course, might have impaired the validity
of the discussed model. However, as shown in the Appendix,
within the range defined in Eq. (6) this shift is expected to be
approximately identical for the DX and the IX, such that its
effect on the quantity Ed − Eid—and thus also on the accuracy
of the model within that range—is negligible.

In this paper we numerically test the accuracy and validity
limits of Eq. (9) and provide an experimental confirmation of
it for a few combinations of experimental parameters which lie
within the expected validity range. The structure of this paper
is as follows. In Sec. II we compare that analytic result to
a numerical calculation using a coupled Schrödinger-Poisson
solver under a mean-field approximation of the interactions
between IXs. In Sec. III we present experimental results
confirming the validity of Eq. (9) and of the underlying
approximations. In Sec. IV we summarize our results and their
conclusions.

II. COMPARISON TO NUMERICAL CALCULATIONS

To check the validity, accuracy, and applicability limits
of Eq. (9), we first compared its predictions with numeri-
cal calculations of the overlap between the envelope wave
functions of the e and the h, using a one-dimensional, self-
consistent, Schrödinger-Poisson solver [54]. In the numerical
model, we assumed a mean-field approximation for the IX-IX
interactions, where in-plane dipolar correlations [9] were
neglected, as well as the binding interaction between the e

and the h. For any given applied field F and IX density n, we
obtained from the solver the envelope wave functions for the e

and for the h and numerically computed their overlap integral.
The IX radiative lifetime is inversely proportional to the square
of this overlap integral, and thus it can be calculated up to a
multiplicative constant. More importantly, the ratio between
the lifetime of the DX and the IX can also be calculated in this
way as

τid

τd

=
∣∣〈ψ (2)

e

∣∣ψ (1)
h

〉∣∣2

∣∣〈ψ (1)
e

∣∣ψ (1)
h

〉∣∣2 (10)

where the superscripts mark the corresponding quantum
number of the e and h energy levels in the DQW. Substituting

TABLE I. The tunneling matrix element values, for the e and
for the hh, in the four DQW structures discussed in Sec. II:
Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As of layer width W/4nm/W .

W (nm) ve (meV) vh (meV)

8 0.33 0.003
10 0.2 0.002
12 0.12 0.001
14 0.08 0.0007

Eq. (3) we get the following equation:∣∣〈ψ (2)
e

∣∣ψ (1)
h

〉∣∣2

∣∣〈ψ (1)
e

∣∣ψ (1)
h

〉∣∣2 = 1∣∣cr
e

∣∣2 , (11)

the right-hand side of which is determined either by Eq. (4)
or by its approximation, Eq. (8). Since the same numerical
solver also yields Ed − Eid , the accuracy of this equality can
be used to check the accuracy of Eq. (3), after plugging in the
amplitude cr

e and the e’s tunneling matrix element ve.
The tunneling matrix element ve can be calculated numer-

ically using the SQW wave functions ψr
e and ψl

e according
to Eq. (5) and the h’s tunneling matrix element vh can
be calculated similarly. We carried this calculation for the
heavy-hole IX in four different realistic GaAs DQW structures:
Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As of layer width W/4 nm/W

differing by their well width W . Their resulted values are
presented in Table I.

The relative error � of Eq. (11) is defined as (r.h.s-
l.h.s)/l.h.s, i.e.,

� ≡ 1∣∣cr
e

∣∣2 ×
∣∣〈ψ (1)

e

∣∣ψ (1)
h

〉∣∣2

∣∣〈ψ (2)
e

∣∣ψ (1)
h

〉∣∣2 − 1. (12)

This error was computed and is presented in Fig. 2(a) as a
function of Ed − Eid for the aforementioned four different
DQW structures for the single-IX case (i.e., where the IX-IX
interaction is set to zero). It is computed both using cr

e as
defined in Eq. (4) (continuous curves) and its first-order
approximation, Eq. (8) (dashed). The dependence of the
relative error � on Ed − Eid is in agreement with the expected
limits of validity mentioned in the previous section, where
Ed − Eid is very small, the penetration of the h’s wave function
into the e’s QW is significant, and using Eq. (4) we get
an overestimation of the radiative lifetime. Once the field
is increased such that Ed − Eid becomes much larger than
ve, the error drops rapidly and stays low for quite a wide
range of Ed − Eid values. At even larger values of Ed − Eid ,
both the e’s and the h’s wave functions distort in opposite
directions and their overlap integral is further diminished. The
analytic model does not take this distortion into account (as
each of the basis wave functions used ψl and ψr is of a flat
bottom QW), and so it underestimates the lifetime, resulting
in a relative error which grows with Ed − Eid in the negative
direction. As expected, this distortion increases with the width
of the QWs, leading to a wider Ed − Eid range having a high
relative accuracy of Eq. (9) for narrower DQWs. Interestingly,
the algebraic approximation leading from Eq. (4) to Eq. (8)
contributes an error which in low energies is opposite in its
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FIG. 2. (a) The relative error � of Eq. (11), defined in Eq. (12),
plotted against Ed − Eid for four different well widths (W) of a
Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As DQW structure having tunneling
barrier of width B = 4 nm. It is computed both using Eq. (4)
(continuous lines) and using Eq. (8) (dashed lines). The inset
demonstrates the source of the calculated values of � for the
structure where W = 12 nm, by showing the calculated IX lifetime
vs the external field. The red curve represents the results obtained
numerically, according to Eq. (10); the yellow curve represents
the lifetimes predicted according to Eq. (8); and the dashed blue
curve represents the lifetimes predicted according to the further
approximated Eq. (8). (b) � as a function of the IX density n

while the external field is adjusted to keep the constant value of
Ed − Eid = 10 meV, for each of the four DQW structures.

sign to the fundamental errors of Eq. (4), as demonstrated in
the inset of Fig. 2(a). Thus, at low energies the errors tend
to cancel each other, making the prediction based on Eq. (8)
accurate in a wider range of energies.

Figure 2(b) presents the relative error as a function of the IX
density n, for a fixed value Ed − Eid = 10 meV. This is done
by setting different values of n and finding the corresponding
values of F to keep Ed − Eid constant (this method, named
the “constant energy line method,” was extensively used in our
previous experimental works [10,17]). As seen in the figure,
the relatively low error values are maintained up to a high IX
density of n � 1011 cm−2. This demonstrates the robustness
of the model also in a multiparticle problem, where the IX-IX
interaction may effect Eid significantly. Above this density
value, the inhomogeneous distribution of the IX charge density
along the z axis of the QWs is large enough to induce large
deviations of the e and h wave functions from the single-
particle wave functions, leading to a decrease in the accuracy
of the model. In the mean-field approximation used here, this
can roughly be formulated, using the plate-capacitor formula
[9], as the following additional limitation on the validity of the
model:

4πe2dn

κ
� E

(1)
d − E

(0)
d (13)

where e is the elementary charge, d is the separation between
the centers of the wells, and κ is the dielectric constant.

These numerical calculations indicate that Eq. (9) is a good
approximation over a significant range of applied electric fields
and IX densities and can be tested in experiments, as we show
in the next section.

III. COMPARISON TO EXPERIMENTS

A. Experimental details

The experimental scheme is rather similar to that pre-
sented in a few of our previous works [10,17]. The
sample, positioned in an optical 4He cryostat, is a
12/4/12-nm Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As DQW struc-
ture grown on an n+-doped GaAs substrate and with a
10-nm-thick, semitransparent Ti electrode positioned on its top
[17]. The overall thickness of the intrinsic part of the sample
is about 1.5 μm. An electric field between the top electrode
and the doped substrate creates the energy-band tilt required
for the formation of IXs and allows their trapping as presented
in Figs. 3(a) and 3(b). The sample temperature is maintained
at T = 1.8 K (±0.1 K).

A population of IXs is being excited using a nonresonant
pulsed laser having a wavelength of 775 nm and a pulse
duration of 300 ps, under a fixed applied electric bias. We
then study the decay of the population after the pulse exci-
tation, by time-resolved measurement of the light emitted by
recombination of the optically active (i.e., “bright”) IXs, using
a fast-gated intensified CCD camera (Princeton Instruments
PIMAX).

B. Results

Exemplary time-resolved spatially integrated spectra at
different times after the laser excitation are presented in
Fig. 3(c), for a fixed applied bias of 1 V. The spectral lines
have a tail to the long-wavelength side, similar to previous
results. Figures 3(d) and 3(e) presents the integrated intensity
and the IX energy as a function of time after the excitation. The
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FIG. 3. (a) A real-space image of the circular electrostatic trap used in this paper. (b) A spectral-spatial image of the emission from the
sample as a function of the position of a CW laser excitation along the dashed red line drawn in (a), with a reversed voltage set to 1 V, an
excitation pulse power of 25 mW and temperature of 1.8 K. The trapping potential is flat around the center of the trap with Ed − Eid � 12 meV.
(c) Exemplary time-resolved and spatially integrated spectra at different times after the laser excitation. (d) Integrated intensity I and (e)
Ed − Eid as a function of time after the laser pulse extracted from the data in (c). All time frames are integrated over a 25-ns-wide window.

observed redshift during the decay results from the decrease
of the interaction energy as the IX density decreases [10].

The radiative recombination of IXs can be described by a
simple rate equation:

I (t) ∝ ∂n

∂t
= n(t)

τid (t)
(14)

where I is the measured emission intensity and τid is generally
time dependent. Using n(t) ∝ ∫ ∞

t
I (t ′)dt ′ and expressing

τid (t) using Eq. (9) the following relation is obtained:

I (t) ∝
∫ ∞
t

I (t ′)dt ′

(Ed − Eid (t))2
≡ G(t) (15)

and both I (t) and G(t) can be directly expressed for every
t from the experimental results in Figs. 3(d) and 3(e). The
assumptions made in this last derivation are the accuracy
of Eq. (9) and that the recombination process is radiatively
dominated. Thus, if these assumptions are valid we expect
that Eq. (15) should hold for our experimental results, i.e., we
expect to find that G(t) ∝ I (t) for every t along the whole
decay. This is therefore a direct experimental test for Eq. (9).

Figure 4 presents the experimentally extracted G(t) versus
I (t) for four different decay traces that were measured under
different external applied biases and laser powers. The solid
lines are linear fits to the data. This figure shows early time
dynamics, t < 300 ns, where the density is highest such that
the changes in τid and in Eid are most significant. A clear
linear dependence appears, which is consistent with the above
assumptions and is therefore consistent with Eq. (9).

FIG. 4. Experimentally extracted G(t) vs I (t) during t < 300 ns
for four different decay traces that were measured under fixed
lattice temperature of 1.8 K (±0.1 K) and different combinations
of externally applied bias V and laser pulse power P . The solid lines
are linear fits to the data. A clear linear dependence is observed,
confirming the validity of Eq. (9) for these experimental parameters
(the temporal dynamics in each of these measurements is from top
right to bottom left).
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IV. CONCLUSION

In this paper we presented a numerical and experimental
test of an approximated derivation relating the IX radiative
lifetime to its energy. We showed that this relation is expected
to hold well for a wide range of accessible experimental
parameters and thus also supported the assumptions used in
our previous works [10,17]. We conclude that this relation can
be very useful for future works studying IXs in similar bilayer
systems, simplifying the analysis of dynamics of IX systems.
In many such experiments, the lifetime is a key property
the assessment of which is not a straightforward task under
the required experimental settings. This difficulty could be
relieved by the proposed method, which in principle requires
a single calibration measurement to set right the proportion
coefficient of Eq. (9) for the sample of interest.

As demonstrated above by the numerical simulation,
Eq. (9) is only expected to be valid and accurate enough
in an intermediate range of IX energies: The basic picture
described by the theoretical model becomes valid only when
the separation between the energies of the indirect and the
direct excitons is large enough. As the separation is increased
further, the accuracy of the model gradually deteriorates and
the error of Eq. (9) grows. Between these two ends lies the
range of IX energies where the error is relatively low and
Eq. (9) can be used as a good approximation.

We believe that this method can be easily modified for other
IX structures that are currently being explored, such as IXs in
bilayers of other material systems.
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APPENDIX: EXCITON BINDING

To take the exciton binding into account for the case that
the h’s tunneling is negligible, one has to solve the following
three-dimensional Schrödinger equation:

− T φr +
(

Ur − e2

κr

)
φr + 	φl = Eφr, (A1a)

−T φl +
(

Ul − e2

κ
√

r2 + d2

)
φl + 	φr = Eφl (A1b)

where φ ≡ (φr,φl) is the wave function of the relative position
of the e and the h, T is the kinetic energy, Ur and Ul are
the energies above the bottom of each well, rrr is the in-plane
separation between the e and the h, d is the separation between

the centers of the wave functions of the e and the h in the z

direction, and 	 is the tunneling energy.
The derivation below does not attempt to obtain a solution

for these equations, but rather to use them to estimate the
accuracy of the model discussed in the main text, considering
the e − h Coulomb binding. For that sake, a spectrum of
basis in-plane wave functions can be defined by the following
Schrödinger equations:

− T φ
(n)
d − e2

κr
φ

(n)
d = −ε

(n)
d φ

(n)
d , (A2a)

−T φ
(n)
id − e2

κ
√

r2 + d2
φ

(n)
id = −ε

(n)
id .φ

(n)
id . (A2b)

The wave function (φl,φr ) can thus be expanded:

φr (rrr) =
∑

n

c
(n)
d φ

(n)
d (rrr), (A3a)

φl(rrr) =
∑

n

c
(n)
id φ

(n)
id (rrr). (A3b)

Substitution of that expansion in Eqs. (A2), multiplication
by φ

(n)
d and by φ

(n)
id , and integration in plane yields the following

equations for the coefficients:(
Ur + ε

(n)
d

)
c

(n)
d + 	

∑
n′

〈
φ

(n)
d

∣∣φ(n′)
id

〉
c

(n′)
id = Ec

(n)
d , (A4a)

(
Ul + ε

(n)
id

)
c

(n)
id + 	

∑
n′

〈
φ

(n)
id

∣∣φ(n′)
d

〉
c

(n′)
d = Ec

(n)
id . (A4b)

Under consideration of the ground exciton states (n = 0)
alone and under the following assumption,〈

φ
(0)
d

∣∣φ(n′)
id

〉 ≈ 〈
φ

(0)
d

∣∣φ(0)
id

〉
δn′,0, (A5a)〈

φ
(0)
id

∣∣φ(n′)
d

〉 ≈ 〈
φ

(0)
id

∣∣φ(0)
d

〉
δn′,0, (A5b)

Eqs. (A4) are reduced to(
Ur + ε

(0)
d

)
c

(0)
d + 	

〈
φ

(0)
d

∣∣φ(0)
id

〉
c

(0)
id = Ec

(0)
d , (A6a)(

Ul + ε
(0)
id

)
c

(0)
id + 	

〈
φ

(0)
d

∣∣φ(0)
id

〉
c

(0)
d = Ec

(0)
id . (A6b)

Finally, identifying

Ed = Ur + ε
(0)
d , Eid = Ul + ε

(0)
id (A7)

and

u = 	
〈
φ

(0)
d

∣∣φ(0)
id

〉 = 	
〈
φ

(0)
id

∣∣φ(0)
d

〉
, (A8)

it is straightforward to show that Eqs. (A6) also lead to the
relation of Eq. (4). Thus, even with the exciton binding taken
into account, the model and its result of Eq. (9) are valid,
limited by the following condition:∣∣〈φ(n)

id

∣∣φ(0)
d

〉∣∣ � ∣∣〈φ(0)
id

∣∣φ(0)
d

〉∣∣, (A9a)∣∣〈φ(0)
id

∣∣φ(n)
d

〉∣∣ � ∣∣〈φ(0)
id

∣∣φ(0)
d

〉∣∣ (A9b)

for every n > 0. This condition is roughly the same condition
as the right-hand side of Eq. (6b), which implies that as a
matter of fact the model discussed in the main text already
accounts for possible variations of the binding energy within
the parameters regime where it was shown to be a good
approximation.
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