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Scanning superconducting quantum interference device measurements reveal large-scale modulations of the
superfluid density and the critical temperature in superconducting Nb, NbN, and underdoped YBa,Cu;0;_s
films deposited on SrTiOz (STO). We show that these modulations are a result of the STO domains and domain
walls, forming below the 105 K structural phase transition of STO. We found that the flow of normal current,
measured above the superconducting transition, is also modulated over the same domain structure, suggesting
a modified carrier density. In clean STO, domain walls remain mobile down to low temperatures. Modulated
superconductivity over mobile channels offers the opportunity to locally control superconducting properties and
better understand the relations between superconductivity and the local structure.
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I. INTRODUCTION

SrTiO3; (STO) is a cubic perovskite at room temperature,
with a strontium atom at every corner of the cube [1,2].
Six oxygen atoms, positioned at the center of each face,
form the vertices of an octahedron, with a titanium atom at
the center. At T = 105K, neighboring oxygen octahedra
rotate in opposite directions, turning the cubic unit cell into
a tetragonal one with one elongated axis [labeled ¢ and a in
Fig. 1(a)]. The unit cells elongate in different directions to
relieve local strain gradients. This leads to the formation of
twin domains within the STO, each with different orthogonal
orientations of the tetragonal unit cells. It is common to
distinguish between the three possible domains by referring
to the angle the domain boundaries, or walls, create with the
cubic (100) direction [Fig. 1(a)]: 0°, 45°, and 90°.

In conducting interfaces with STO, such as
LaAlO3/SrTiOs3, the twin structure of STO strongly influences
local normal state electronic properties [3-5] and weakly
modulates the superfluid density in the superconducting
state [5]. In §-doped STO [6-8], the twin structure influences
the critical temperature [9], Tc. In these material systems
the current flows either in the STO itself, at an interface with
another oxide, or in a doping layer of a few nanometers. The
coupling between the STO and the two-dimensional (2D)
conducting layer is excellent [10,11]. STO is also commonly
used as a substrate for growing thin films [12-18], and
the goal of this research was to find out whether the STO
twin structure has an effect on the electronic properties of
well-known thin films that use it as a substrate. These films
can be thick (non-2D) or even polycrystalline.

In this paper we show that the normal and superconducting
properties of films grown on STO are modulated over domains
in the STO. We show that the electronic properties of super-
conducting films are modulated over domains in the STO. We
used scanning superconducting quantum interference device
(SQUID) microscopy to map the superfluid density, critical
temperature, and normal current flow in thin films of Nb, NbN,
and underdoped YBa;Cu3;07_s (YBCO) and show that the

“beena@biu.ac.il

2469-9950/2017/95(14)/144510(6)

144510-1

superfluid density and 7'c are lower on stripy features, which
are most likely domain walls in the STO. Maps of current flow
in the normal state (above Tc) reveal that the conductivity is
also modulated over the same stripe configuration.

II. EXPERIMENTAL

We use scanning SQUID [19,20] susceptometer to record
simultaneously the local static magnetism, current flow, and
susceptibility. The SQUID gradiometer converts the flux
passing through its pickup loop into a detectable electric
signal, with a period of ®y = hc/(2¢). By mapping flux
as a function of position, we capture the static magnetic
topography. We also map the flow of current in the sample by
mapping the flux generated by the current flow. In order to
separate the static magnetism from the response to current,
we apply an alternating current and use a lock-in amplifier.
Additionally, we image the local susceptibility by using a
one-turn coil (field coil) around the pickup loop to create alocal
magnetic field in the area of the pickup loop. This component
of the signal is separated by driving an alternating current in
the field coil at a different frequency. SQUID recording of
susceptibility and current flow are illustrated in Fig. 1(c).

The samples measured in this paper are superconducting
thin films, with surface area of 5 mm by 5 mm, grown on
untreated [ 100] STO. The NbN and Nb polycrystalline samples
were deposited at room temperature via direct current mag-
netron sputtering. Underdoped YBCO (sample 6 in Table I)
was deposited by laser ablation under 30 mTorr N, flow at a
temperature of 500 °C. Different superconducting materials
were used to demonstrate that the effect we measure is general
and not restricted to a specific superconducting material.

We identify superconductivity by measuring the suscep-
tibility signal, which is diamagnetic near a superconductor.
We quantify the diamagnetic response by tracking the sus-
ceptibility signal as we bring the sensor close to the sample.
High above the surface the signal is zero, because our SQUID
is a gradiometer and shows the difference between the flux
detected by two pickup loops at the front and back of the
sensor. Both loops sense the applied field, and the total is
zero. When we bring the front of the gradiometer close to
a superconductor, the front pickup loop detects a smaller
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FIG. 1. Modulated superfluid density in superconducting films grown on STO. (a) Sketch of the three domain boundary orientations in STO
after the structural phase transition. The 45° domain boundary (left) is between two domains with unit cells elongated in-plane, while the 0°
(middle) and 90° (right) are due to lengthening out-of-plane. (b) A sketch of polycrystalline Nb on STO. Domain boundaries are represented by
red lines in the STO. (c) Left: The way SQUID susceptometer detects the diamagnetic response of a superconducting sample. We induce current
in the field coil (green loop), which generates the flow of supercurrents in the sample (green dashed line). The supercurrents counter the applied
magnetic field. The pickup loop (purple) captures the overall field, which is less than the applied field. Right: SQUID magnetometer detects
current distribution in the sample by mapping the magnetic fields generated by the current flow (black arrow). (d) Map of the diamagnetic
response of sample 5 (Table I), showing stripy modulation of the superconductivity (SC) corresponding to the 0° and 90° domains of STO.
Inset: A diagram of the susceptibility signal S as a function of the distance between the SQUID sensor and the sample. The reading of the
front minus the rear pickup loops increases as the sensor approaches the SC. After reaching the touchdown (TD) point, the susceptibility signal
remains constant. The full susceptibility signal S is the difference between the susceptibility signal at the TD point and far from the sample.
(e) Magnetic (copper-colored) and susceptibility images, taken simultaneously, of sample 3 (Table I) at two different locations showing vortices
aligned in lines corresponding to stripes of modulation in the diamagnetic response. Black and white objects are vortices of opposite polarity.
Vortex density was controlled by an external magnetic field or by driving currents during cooldown. The stripy modulations are not the only
factor determining the position of vortices, thus not all the vortices are aligned with the stripes. Each vortex carries one flux quantum, ®,.
The keyhole shape of the vortices is a result of a convolution between the magnetic field lines from the vortex (circular) and the point spread
function of the SQUID (circle with leads).

flux reading, because the local field is eliminated by the
superconductor. As we approach, the signal increases until
the sensor comes in contact with the surface and the signal
no longer changes. We describe the full susceptibility signal,
Stotal> as the difference between the susceptibility detected in
contact and the value recorded far away (20-30 um above
the surface) [inset to Fig. 1(d)]. The sample’s diamagnetic
response to the locally applied field is directly related to the
local superfluid density [19,20,23-25]. All samples measured
(Table I) showed a diamagnetic response. By recording the
diamagnetic response as a function of position at a constant
distance from the sample, we follow small modulations in the
superfluid density and study their characteristics as a function
of location, temperature, and material. Susceptibility maps in
this paper [Fig. 1(d)] show the flux detected by the pickup
loop (®() as a response to the current in the field coil (A),

units of ®(/A. In maps of static magnetic flux, units of @, we
image vortices [Fig. 1(e), vortices are pinned at 4.2 K]. The
keyhole shape of each vortex comes from the convolution of
the z component of the magnetic field and the SQUID’s point
spread function.

III. RESULTS

Maps of the diamagnetic response over the surface of
the samples revealed, in all samples, stripes of modulated
diamagnetic response [Fig. 1(d)]. These maps were recorded
without applying transport current in the sample. The stripes
were aligned along the (100) and (010) axes of the STO
cubic crystalline directions. Darker stripes in our susceptibility
maps indicate weaker diamagnetic response, implying lower
superfluid density. The spacing between dark stripes ranges

TABLEI. Sample details. Superconducting transition 7'c was determined by transport measurements. The increase of the critical temperature

in samples 2-5 agrees with previous studies [21,22].

Maximal relative modulation

Sample no. Material Thickness (nm) Tc (K) Scanned area (mm?) measured (%)
1 NbN 25 11.3 1.2 0.16
2 Nb 20 7.3 0.5 2.86
3 Nb 40 7.9 0.59 0.33
4 Nb 60 8.4 0.5 0.24
5 Nb 80 8.9 1.31 2.33
6 Underdoped YBa,Cu307_;5 100 60 0.65 0.14
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FIG. 2. New configuration of stripes with reduced superfluid
density appears after recooling the sample through 105 K. (a) Suscep-
tibility image showing stripy modulations in sample 3, corresponding
to the 0° and 90° STO domains. The stripes of reduced diamagnetic
response appear in an area of stronger signal. This suggests that the
reduced signal occurs on domain walls. (b) The same area imaged
after heating the sample to 140 K, above the structural transition
temperature, and cooling it back to 4.2 K. The configuration of
modulations changed, showing now only 0° domains. The black spots
are defects of local reduction in the superfluid density, or bumps
that elevate the SQUID and lower its signal. They can be used for
comparing between the two images. Scale bar is 50 um. (¢) Two areas
in sample 5 showing that the configuration of stripes did not change
after cycling the temperature around 15 K, above the superconducting
transition temperature. The stripe configuration changed after cycling
around 140 K. Scale bars are 50 ym.

from too dense to resolve by our sensor up to 170 um. This
spacing is consistent with domain sizes mapped by optical
polarized microscopy in STO samples [4,5,26]. The amplitude
of these modulations ranges from 0.05% up to 2.86% of Siotal-
Maximal relative strength of modulations measured in each
sample is summarized in Table I. In addition, the magnetic
images of the sample [Fig. 1(e)] show that the vortices tend to
pin on the stripes of reduced diamagnetic response, confirming
that these stripes have smaller superfluid density.

We attribute the modulation to STO domains and bound-
aries between them, based on their orientation, spacing,
and behavior with temperature. Each time we cycled the
temperature around the structural transition at 105 K, a
new configuration of stripy modulations appeared (Fig. 2).
Surface defects, black features in Figs. 2(a) and 2(b), do
not change between cooldowns and enable comparing the
same area in different cooldowns. When we cycled the
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temperature around 7c, without crossing the temperature of
the structural transition, the stripes appeared at the same
locations [Fig. 2(c)]. In most of the data, the domains are
too dense to tell whether the modulation is on the domain
boundary or between different domains. In the occasions of
spaced stripes, as observed in Figs. 2(a) and 2(b), thin stripes
of lower susceptibility were observed. Limited by the size
of our probe, we cannot differentiate between the scenario
of wide bright domains coexisting with thin dark domains,
and the scenario of bright domains separated by dark domain
boundaries. However, in regions with spaced domain structure,
areas of smaller superfluid density are consistently narrower
than their surroundings (Fig. 2), supporting the scenario of
reduced signal over domain boundaries.

Above T'c, when the sample is no longer superconducting,
the susceptibility map is not diamagnetic. We detect local 7T'c
by following the decay of the full susceptibility signal with
increasing temperature. For example, in sample 5, Fig. 3(a)
shows the temperature evolution of susceptibility taken on a
wide stripe of brighter signal [black circle on the inset of
Fig. 3(a)]. The diamagnetic response disappears above Tcy =
8.5 K, the highest value of the critical temperature measured
over this stripe. Similar measurements in superconducting
single crystals, just below T'c, typically show that supercon-
ductivity nucleates in amorphous islands [23]. The supercon-
ducting islands grow as the temperature is lowered, until they
merge and the entire sample is superconducting [23,27]. In
our samples, superconductivity emerges in rectangular stripy
regions that we identify as the STO domains. The inset of
Fig. 3(a) shows that diamagnetism appears below Tcy in
strong stripes. The modulation is also observed at 4.87 K.

The observation of modulated superconductivity in stripy
regions that change location each time we cool down the
sample through 105 K raises the question of whether 7'c is also
modulated on these stripes. Figure 4(a) shows susceptibility
along the cross section marked in the inset of Fig. 3. The line
cut is taken across a stripe of stronger diamagnetic signal. The
modulation of susceptibility across the stripe (AS) increased
with temperature and after reaching a critical value, decreased
with the total susceptibility signal [Figs. 4(b) and 4(d)]. Close
to T cy the darker stripes are no longer superconducting. The
relative part of the modulation from the full susceptibility
signal (AS/Siota) monotonously increased until 7 cy, where
it reached 100% [Fig. 4(c)]. Comparing the temperature
evolution of Sy, measured on and off the bright stripe [inset to
Fig. 4(c)] shows that T'c is lower by 1% (85 mK in this specific
case). The maximal reduction of the local T c in different areas
of this sample was 0.14 K. From these results, we conclude
that the domain walls cause a reduction in the local T'c.

Higher T c and stronger superfluid density in certain regions
of the sample may come from higher electron density at these
regions. We now turn to test this scenario by examining
the flow of normal current in the sample above Tc. We
map the magnetic fields generated by the normal current
by locking the SQUID magnetic reading to an alternating
transport current in the sample, as illustrated in Fig. 1(c).
We find that the map of magnetic flux representing the
distribution of current flow in the sample also presents a
stripy pattern [Fig. 5(a)]. Stripes of higher and lower flux
response to current indicate that the current flow itself is
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FIG. 3. Temperature evolution of the superfluid density. (a) The
full susceptibility signal S, as a function of temperature. Tcy =
8.5 K. Inset: Susceptibility maps of the same area in sample 4 (Table I)
at three different temperatures corresponding to the colored points.
The amplitude of the modulation increased with temperature, while
above the critical temperature, the signal is not diamagnetic and does
not depend on location. The dashed line marks the location of the
cross section used in Fig. 4. Values span over 2, 26, and 0.22 /A
(top to bottom). These ranges of values are also marked in panel
a by a colored rectangle on the right-hand side. All scale bars are
50 um. (b) Susceptibility as a function of height. As the sensor
approaches the sample, the diamagnetic response becomes stronger
(below T'c). The diamagnetic response near the surface is stronger
at lower temperatures, because the penetration depth is smaller. Syoea
is defined as the difference between the susceptibility signal at the
TD point and the signal far from the sample. Above T cy, there is
no difference between the two locations. Colors correspond to the
colored points in panel a.

modulated over channels [5,28]. Homogeneous current flow
in a sample generates monotonously changing flux profiles.
However, when the current density is modulated in the sample,
the flux image obtains local changes of the signal [5,28]. This is
what we observe in Figs. 5(a)-5(c). The modulation observed
in Fig. 5(a) is small, but still detectable. Without knowing how
much of the total current is included in the image, we cannot
determine the extent of the modulation [29]. We estimate that
it is small—a few percent at most.

The amplitude of the modulation in the flux response to
current over a stripe, AM, depends on the temperature. Just
below Tc, the current is flowing in a mixture of supercon-
ducting and normal regions—in our samples, stripy regions
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FIG. 4. Modulation of the diamagnetic signal as a function of
temperature. (a) Linecuts of susceptibility taken from the area
indicated in Fig. 3 at different temperatures corresponding to the
colors in Fig. 3. The modulation of the diamagnetic signal increased
with temperature, disappearing above Tcy. AS is defined as the
amplitude of the modulation. (b) Sy (black empty circles) plotted
with AS (red circles) as a function of temperature in units of 7/ 7 cy.
AS hardly changes with temperature until close to Tcy, where it
increases rapidly till it almost merges with Sy (¢) The relative
modulation signal AS/S, plotted as a function of temperature in
units of 7/ T cy. The two extreme values of the critical temperature,
the highest Tcy and the lowest T'cy, are marked with dashed lines.
Inset: Sy signal as a function of temperature, measured on (cyan)
and off (black) a stripe that showed reduced diamagnetic response.
The darker stripes have lower T'c, Tcy; Tep /T ey = 0.99. (d) Zoom
on the region close to T cy in panel b. AS increases and then decreases,
overlapping Sy only at 7/Tcy = 1.

(Fig. 3). Transport current flowing in the sample is expected to
modulate strongly, avoiding the normal regions and preferring
to flow in the superconducting regions. The susceptibility map
in Fig. 5(b) shows stripy regions with a stronger diamagnetic
response (white) compared with areas near them. As we
decreased the temperature, the modulations in the superfluid
density became smaller (Fig. 4). The current flow, which
distributes between the channels according to the values of
the local superfluid density, becomes less modulated as well
[Fig. 5(c)]. The temperature dependence of the modulations
in current flow [Fig. 5(d)] shows the increase of the amplitude
until it peaked at 7'c and then decreased above T 'c to a nonzero
value. Close to T'c, parts of the sample are still superconduct-
ing, while others are not. In this case, the modulations of the
current are the strongest, since the current flows through the
superconducting regions, avoiding the normal ones.

IV. DISCUSSION

A stripy modulation of the superfluid density was ob-
served a few years ago in single crystals of underdoped
Ba(Fe;_,Co,),As, [30], which goes through structural tran-
sition from tetragonal to orthorhombic [31], where it forms
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twins. Enhanced superfluid density was detected on twin
boundaries in Ba(Fe;_,Co,),As, and was related to the
structural changes at the twin boundary [30]. Due to the
higher superfluid density, vortices avoided pinning on the twin
boundaries [32]. Similar behavior was observed in another
pnictide, BaFe,(As;_,P,), [33]. The more typical behavior,
observed in other twinned single-crystal superconductors (e.g.,
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FIG. 5. The flow of normal current is also modulated, even above
Tc. (a)—(c) Susceptibility (left, gray) and flux response to current
(right) measured simultaneously on sample 4. (a) T = 9.97K,
above Tcy. Stripy pattern is visible in the current response map,
indicating that the normal current is modulated. The amplitude of
the modulation, AM, is 4.2m ®y/A. In contrast, no modulation,
or any diamagnetic response, is detectable in the susceptibility
map. (b) T = 8.34K, below Tcy. Stripy modulations are visible
in both susceptibility and current response maps. The modulation
observed in the current response, AM = 9.4m ®y/A, is 224%
stronger than the modulation observed above Tcy. (c) T = 4.22K.
Weak stripy modulations in both susceptibility and current response.
AM = 1.1m ®y/A. (d) The modulation of the current response,
AM, as a function of temperature. AM is increased as we approach
Tcy and drops immediately after to a nonzero value. Colored dots
correspond to the images shown in panel (a)—(c). AM was extracted
from the cross section marked in panel b.
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YBCO), is pinning of vortices on the boundaries [34—39]. In
these materials, the twin boundaries are in the superconducting
material itself, whereas in our paper, the twin planes are in
the STO substrate. The twin planes cause a local reduction
in the superfluid density of the superconducting film grown
on top. We imaged vortex configurations simultaneously with
the susceptibility measurements and observed a tendency of
vortices to pin on the stripes of lower superfluid density
[Fig. 1(e)].

There are several mechanisms that could explain the local
change in superconducting properties due to domains in the
substrate: (a) the dielectric constant is anisotropic and changes
between domains [40]. (b) Polar domain walls could alter the
local carrier density [41]. (c) Electrostatic potential modulates
over domain walls [4], as well as the local current flow [5].
These modulations of properties over STO domains could lead
to modulations in the superconductivity in systems that are
strongly coupled to the STO, for example, LAO/STO [4,5]
and é-doped STO [9]. (d) Formation of local contractions and
strains caused by the STO domains. The domains bounded by
the 0° and 90° walls are kinked at their boundaries, while 45°
walls do not have kinks. These kinks could lightly bend the
superconducting film along the domain wall. Strain is known
to affect superconducting properties in global measurements
of superconductors, specifically Nb [42—44]. The strains could
be locally exerted at the nanoscale intersection between two
adjacent domains. Although the Nb and NbN films were
not epitaxially grown and are supposed to suppress strain
effects in thick films, this explanation sits well with our
observation of stripes in the 0° and 90° directions only. We
cannot rule out the scenario that modulations of STO electronic
properties induce modulations in the superconducting film, but
we think it is less likely due to the grainy nature of our thin
films.

Local reduction in the superfluid density could be a result
of local changes in the pair potential or a difference in the local
charge carriers [45]. Our measurements in the normal region
show that the current modulates over the same STO domains.
Although we cannot determine which of the mechanisms listed
above is responsible for the modulation in superconducting
properties, the modulation in the normal flow points to
modulated carrier density as a favorable scenario.

STO domains remain mobile down to low temperature [46].
The high mobility of domains in clean STO leads to significant
changes in domain configuration every cooldown through
the structural transition temperature (Fig. 2). Domain walls
in STO are also easily moved by electrostatic gating, even
at low temperatures [4,5,26]. The electronic effects that
are related to the domain structure move with the domain
structure. Similarly, the modulated superfluid density that we
observe changes dramatically between cooldowns and are
expected to move with the domains. This may be exploited
for controlling the value of local superfluid density (e.g.,
for creating SQUIDs). Such devices could be moved at low
temperature and do not require extra fabrication steps.
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