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Ab initio simulations of the dynamic ion structure factor of warm dense lithium
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We present molecular dynamics simulations based on finite-temperature density functional theory that
determine self-consistently the dynamic ion structure factor and the electronic form factor in lithium. Our
comprehensive data set allows for the calculation of the dispersion relation for collective excitations, the
calculation of the sound velocity, and the determination of the ion feature from the total electronic form factor
and the ion structure factor. The results are compared with available experimental x-ray and neutron scattering
data. Good agreement is found for both the liquid metal and warm dense matter domain. Finally, we study the
impact of possible target inhomogeneities on x-ray scattering spectra.
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I. INTRODUCTION

The physics of warm dense matter (WDM), i.e., matter at
solid-state-like density and beyond with temperatures of a few
to tens of eV is of lively interest. This state challenges many-
particle theory since strong ion-ion correlations and partially
degenerate electrons prohibit simplified treatments, e.g., by
using perturbation theory. Furthermore, WDM is relevant for
astrophysics, e.g., for interior, evolution, and dynamo models
of giant planets [1–3], and for inertial confinement fusion
research [4,5]. The dynamic structure factor (DSF), the spectral
function of the density-density correlations in the system, is of
fundamental importance for theoretical models of WDM and
is needed to determine the equation of states (EOS) and the
transport properties. Furthermore, the differential scattering
cross section of x rays focused onto a charged particle system
(liquid metal, WDM, or hot dense plasma) is determined by
the DSF of the electrons [6]. Thereby, the DSF is accessible via
laboratory experiments using brilliant x-ray sources, generated
by powerful optical lasers [7] or using free electron lasers
(FELs) [8] in x-ray Thomson scattering (XRTS) experiments.

The differential cross section for XRTS in the Born
approximation is given by the total dynamic structure factor
of the electrons d2σ/(dωd�) = σT S tot

ee (�k,ω). Here, h̄�k and h̄ω

are respectively the transferred momentum and energy in the
scattering process of x rays by electrons. S tot

ee denotes the total
dynamic structure factor. The Chihara formula for the total
DSF is widely used for the evaluation of XRTS spectra [6,9];
it reads as [10]

S tot
ee (�k,ω) = ZfS

0
ee(�k,ω) + |N (�k)|2Sii(�k,ω), (1)

when contributions from bound-free and bound-bound tran-
sitions are neglected. The first term—the electron feature,
See(�k,ω) = ZfS

0
ee(�k,ω)—describes the DSF of free electrons

with Zf being the number of quasifree electrons per nucleus. In
collective XRTS configurations, the electron feature provides
plasmon modes from which one can derive plasma param-
eters such as the electron density and electron temperature,
employing the detailed balance and the plasmon dispersion
relation [6,11,12]. Recently, also the electrical conductivity
was extracted from the collisionally damped plasmon feature
[13]. In the noncollective regime, the electron feature shows

the Compton down-shifted response which reflects the electron
velocity distribution along the scattering vector. The second
term—the ion feature, S i

ee(�k,ω) = |N (�k)|2Sii(�k,ω)—gives the
contribution of electrons following the ion motion. Its am-
plitude, |N (�k)|2, is the total form factor of the electronic
structure around the nuclei. The correlations in the ion system
are usually described via the dynamic ion structure factor
Sii(k,ω) applying classical integral equation techniques [14]
or molecular dynamics (MD) simulations [15].

For simple liquids, the dynamic ion structure factor is often
approximated using the hydrodynamic model [16–19], where
Sii(k,ω) forms the well-known Rayleigh-Brillouin triplet.
Hence the ion feature is then composed of the central Rayleigh
peak due to the scattering on the electron structure N (k) fol-
lowing the diffusive ion motion (i.e., thermal diffusion mode)
and the Stokes and Anti-Stokes side peaks of the Brillouin
scattering, i.e., ion acoustic modes. The two ion acoustic modes
are shifted typically with few tens of meV. The DSF has been
measured in the liquid metal regime, i.e., for aluminum [20] or
lithium [21,22] but also for liquid neon [23,24] or liquid argon
[25]. These measurements are of fundamental importance
for the determination of the structure and, especially, the
dynamics of the ion system, which enable the calculation of the
sound speed via the dispersion relation or the ion temperature.
Fortunately, new x-ray sources such as the Linear Coherent
Light Source (LCLS) and the European XFEL, with their high
peak brightness and excellent signal-to-noise ratio, will allow
measurements of this triplet and of the electron feature in
the WDM regime [26] at the same time, which determines
the ion temperature and electron temperature, respectively.
As a consequence, the nonequilibrium dynamics between
electrons and ions on ultrashort time scales will be revealed
experimentally using XRTS.

In this work, we present ab initio results for the DSF of the
ions in liquid and warm dense lithium using finite-temperature
density functional theory molecular dynamics (DFT-MD)
simulations. The corresponding dispersion relations of ion
acoustic modes are derived. Our results for the DSF and the
dispersion relation in the liquid metal and WDM regimes
agree with experimental results. Furthermore, we calculate
the ion feature in warm dense lithium for the conditions of
an XRTS experiment [27] using exclusively the data from
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the DFT-MD runs. In this way, we can drop assumptions
that were made for the evaluation of the experimental data
and extract the plasma parameters consistently. In particular
we find an ionization state of 1.0 in warm dense lithium
which is lower than inferred in [27]. Finally, we check the
effect of inhomogeneities [28] in the optically pumped, warm
dense lithium target on the electron feature and calculate the
ionization state based on the results of radiation-hydrodynamic
simulations using a more realistic equation of state, where
pressure ionization is considered. In addition, we propose to
check the predicted dynamic properties of warm dense lithium
in future high-resolution experiments at FELs.

II. THEORETICAL METHOD

We first concentrate on the structure and dynamics of the
ionic system which are described by Sii(k,ω), see the second
term in Eq. (1). With the knowledge of the ion density in
Fourier space ρ i

�k(t) = ∑N
v=1 e−i�k·�rv (t) and the number of ions

N we can define the intermediate scattering function F c
ii (�k,t) as

F c
ii (�k,t) := 1

N
lim

T →∞
1

T

∫ T

0
ρ i

�k(τ )ρ i
−�k(τ + t)dτ, (2)

Sc
ii(�k,ω) := 1

2π

∫ ∞

−∞
F c

ii (�k,t)eiωtdt. (3)

In the limit of free particles, the DSF reads as

Sc
ii(k,ω) =

√
miβ

2πk2
e
− miβω2

2k2 , (4)

assuming a Maxwell-Boltzmann velocity distribution function
with 1/β = kBTi , where mi, kB, Ti denote the ion mass,
Boltzmann constant, and the ion temperature, respectively.

In order to describe the scattering signal the electronic
system has to be characterized. The quantum treatment of
electrons in DFT-MD simulations enables the calculation of
the electron density ρe(�r) via the single-electron Kohn-Sham
wave functions φn,

ρe(�r) =
∑

n

fn|φn(�r)|2, (5)

with fn being the Fermi occupation number of states n

with energy εn; the corresponding Fourier transform is ρe
k .

On the other hand, ions in our DFT-MD simulation are
treated classically. The total form factor N (�k) is calculated
by averaging over the time steps of the simulation [29],

N (�k) = lim
τ→∞

1

τ

∫ τ

0

ρe
�k(t)

ρ i
�k(t)

dt. (6)

In the long-wavelength limit, N (k → 0) = Z follows by
definition. Switching to the chemical picture, N (k) can be
split to contributions from different electronic states. As we
find from our calculations a large energy band gap of ∼41 eV
between the K and L shell in lithium, it is meaningful to
express the total form factor as a sum of contributions of bound
and quasifree states: N (�k) = f (�k) + q(�k). We use ρe(�r) =
ρe

b(�r) + ρe
f (�r), which yields f (�k) (the bound form factor) and

q(�k) (the screening cloud) using Eq. (6), respectively [29].

The DFT-MD calculations were performed with the Vienna
ab initio simulation package VASP [30–32] using the provided
projector augmented wave [33,34] pseudopotential for the
interaction between the nuclei and the electrons. We used
the exchange-correlation functional of Perdew, Burke, and
Ernzerhof [35]. The electron wave functions are expanded into
plane waves up to a cutoff energy of 500 to 1000 eV. For the
interaction between ions and electrons, a projector augmented-
wave potential [33] is used, in which all three electrons per
lithium atom are described in the DFT framework. All MD
simulations were carried out using 64 ions and ran for a
minimum of 15 000 time steps after equilibration. As a time
step for the ion motion in the MD we used 1.5 and 0.8 fs
for the liquid and the warm dense domain, respectively. The
convergence of the results has been checked with regard to the
number of particles, energy cutoff, Brillouin zone sampling,
and the number of time steps. To control the temperature the
algorithm of Nosé [36] is used with a Nosé mass corresponding
to a temperature oscillation period of about 40 time steps.
The sampling of the Brillouin zone was carried out at the
Baldereschi mean value point [37]. In the following, only
isotropic systems are considered. Therefore we report only
quantities averaged over the possible wave vectors with the
same magnitude.

III. RESULTS FOR THE STATIC ION
STRUCTURE FACTOR

The static structure factor is obtained via the intermediate
scattering function Sii(k) = F c

ii (k,0) from Eq. (2). In Fig. 1, we
compare our simulation results at 600 K (∼0.05 eV) with avail-
able data from neutron and x-ray scattering experiments [38]
performed at T = 595 K and a mass density of 0.495 g/cm−3,

which represents an ion number density of n = 0.043 Å
−3

.
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FIG. 1. Static structure factor Sii(k) for liquid lithium at T =
0.495 g cm−3 from scattering experiments of Olbrich et al. [38] at
T = 595 K (blue diamond), from an analytical model of Chihara
[39] (violet line), and from DFT-MD simulations at T = 600 K
(orange line). In the inset, the long-wavelength limit is shown via
the isothermal compressibility as determined from separate DFT-MD
simulations for T = 600 K (orange circle) and experimental values
[38] (blue triangle).
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The melting point is at 453 K. Our simulation results agree
very well with the experimental data of Olbrich et al. [38]
for all k values and with an analytical model of Chihara [39].
Furthermore, in the long-wavelength limit, Sii(k → 0) can be
calculated via the isothermal compressibility κT by

Sii(k → 0) = nikBT κT ,

κT = − 1

V

(
∂V

∂p

)
T

. (7)

The isothermal compressibility in this work is determined
from the EOS calculated via separate DFT-MD runs. Olbrich
et al. [38] report a long-wavelength limit Sii(k → 0) = 0.041
using neutron and also x-ray scattering which agrees well
with our result Sii(k → 0) = 0.039. The error bars in our
compressibility values Sii(k → 0) are smaller than the point
size.

García Saiz et al. [27] recently performed a pump-probe
experiment on shock-compressed lithium, where an esti-

mated ion density of (0.0521 ± 0.002) Å
−3

[mass density of
(0.6 ± 0.025) g cm−3] and a temperature of (4.5 ± 1.5) eV
](52220 ± 17407) K] via XRTS were extracted. They reported
also on the static structure factor. In Fig. 2, we find a good
agreement of the ab initio calculated Sii(k) for T = 4.5 eV
and ρ = 0.6 g/cm3 with the experimental data. In addition,
we studied the changes of the static ion structure factor with
respect to the given error bars for the density and temperature
[27] and still find agreement. The corresponding coupling
parameters  defined as the ratio of the Coulomb energy
to the thermal energy are given in Table I. They vary from
strongly correlated systems ( � 1) to weakly correlated
systems ( ∼ 1). For clarity reasons, the ion structure factor
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S ii(
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FIG. 2. Static structure factor Sii(k) from x-ray scattering ex-
periments [27] for warm dense lithium at T = 4.5 ± 1.5 eV and
ρ = 0.6 ± 0.025 g/cm−3 (blue boxes) and corresponding DFT-MD
simulation results of this work (black solid line) with the long-
wavelength limit from DFT-MD simulations (black circle). We also
show the results for the density and temperature varied within the
experimental error bars (red and green dashed lines) and one result
for stronger correlated lithium (orange dashed line). An ionization
degree of Zf = 1.35 is estimated and used in the HNC calculations
of Ref. [27] (black dotted line), while Zf = 1.0 is determined from
DFT-MD in this work.

TABLE I. Adiabatic (cs) and apparent sound velocity (cl) for
liquid and warm dense lithium deduced from a linear fit to the
dispersion relation at small wave vectors.

T e � (g cm−3)  cs(m s−1) cl(m s−1)

600 K (∼0.05 eV) 0.495 157 5126 5085
17407 K (∼1.50 eV) 0.600 6 9017 9111
34813 K (∼3.00 eV) 0.625 3 11875 11891
52220 K (∼4.50 eV) 0.600 2 13538 13640
69627 K (∼6.00 eV) 0.575 1 15691 15329

for a system with  = 6 is shown for which in Sii(k) a slight
peak follows. In addition, the calculated long-wavelength limit
Sii(k → 0) = 0.45 for T = 4.5 eV and ρ = 0.6 g/cm3 is
consistent with the hypernetted chain calculation (HNC) with
a screened Coulomb potential reported in Ref. [27].

IV. RESULTS FOR THE DYNAMIC ION
STRUCTURE FACTOR

We get access to Sc
ii(k,ω) via the intermediate scattering

function F c
ii (k,t) from Eq. (2). In the case of liquid lithium,

Scopigno et al. [22,40] determined and discussed the dynamic
ion structure factor via x-ray scattering experiments at T =
600 K. Due to the finite simulation box, it is challenging to
perform DFT-MD simulations at equal k values as given in the
experiment. Therefore we calculated the DSF on a fine grid of
wave vectors, then interpolated the DSF at the k values given
in the experiment. The grid spacing is fine enough to allow
linear interpolation. The classical quantity Sc

ii(k,ω) obtained
from DFT-MD simulations is multiplied with a prefactor to
take care of detailed balance effects in scattering processes
(not associated with particle correlations). Hence the DSF
Sii(k,ω) is

Sii(k,ω) = 1 − exp(−βh̄ω)

βh̄ω
Sc

ii(k,ω) . (8)

In this work, negative frequency shifts have the meaning
of a down-shifted frequency for an incoming and scattered
photon. Figure 3 shows Sii(k,ω) for different k values for
liquid lithium, a central Rayleigh peak and two ion acoustic
modes are observed. For all wave vectors our simulation shows
reasonable agreement with the experiment [22]. However,
for all scattering angles the calculated central mode seems
to be lower and broader compared to the experiment. This
feature has been observed before [41]. In future work, the DSF
can be used to determine more material properties from the
hydrodynamic model [19,42,43] or an extended hydrodynamic
model [44] and in this sense check a possible influences of the
used thermostat [45], which has to be further benchmarked,
i.e., against available measurements of dense liquids [20–25].

We report also on the DSF of warm dense lithium for

different wave vectors in Fig. 4. For k = 0.64 Å
−1

, we obtain
the known triplet. For larger k values, the ion acoustic modes
are shifted to higher frequencies due to dispersion. The

calculated dynamic ion structure factor for k = 3.02 Å
−1

(and
also higher k values) is consistent with the free particle limit;
noncollective scattering is dominant.
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FIG. 3. DSF Sii(k,ω) of liquid lithium vs frequency shift at T =
600 K and ρ = 0.513 g/cm−3. Dashed lines: experimental data from
x-ray scattering [22]; solid lines: DFT-MD results of this work. Each
set of curves is shifted by a constant offset of 0.5 fs with respect to
the lower one. The position of the ion acoustic mode determines the
dispersion relation.

The experimentally determined and the calculated DSFs
show an asymmetry due to quantum effects, i.e., detailed
balance, Eq. (8). For the smallest considered wave vector
in Figs. 3 and 4, the intensity of the Stokes mode is 50%
and 1% higher than the anti-Stokes mode, respectively.
Hence the ion temperature could in principle be extracted
from the asymmetry between the ion acoustic modes in the
DSF. Obviously, this becomes challenging with increasing
temperature. However, extremely bright and narrow x-ray
sources like the European XFEL [46] or the LCLS [47,48]
operated in the seeded beam mode could be used to determine
the ion acoustic modes in WDM with high resolution and,
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FIG. 4. DSF Sii(k,ω) of warm dense lithium versus frequency
shift at T = 4.5 eV and ρ = 0.6 g/cm−3 from DFT-MD simulations.
Each set of curves is shifted by a constant offset of 1.0 fs with

respect to the lower one. The wave vectors at 1.05 Å
−1

and 1.48 Å
−1

correspond to the scattering angles of 40◦ and 60◦ in the x-ray
scattering experiment [27]. Dotted lines represent the free particle
limit.
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FIG. 5. Dispersion relation for ion acoustic modes in liquid
lithium. Calculations were performed at T = 600 K and ρ =
0.495 g cm−3 for the positions of the side peaks of Sii(k,ω) (blue
circles) and of the Jl(k,ω) (red stars). Linear fits are shown in
corresponding colors (dashed line). For the same conditions the
free particle limit is shown (solid red line). Experimental dispersion
relations of Scopigno et al. [22] are displayed for 600 K (black circles)
and 475 K (orange circles).

thereby, measure the ion temperature independently from the
electron temperature via XRTS.

Moreover, the dynamic ion structure factor allows to
extract material properties, i.e., relaxation times, the adia-
batic exponent, but also the ion acoustic dispersion relation
[16–19,41,49,50]. For the two cases studied in this work,
the dispersion relation of the collective excitations has been
determined by analyzing the position of the side peaks with a
triplet of three Lorentzian functions within the hydrodynamic
model [18,19,41], see Figs. 5 and 6.

The calculated dispersion relation of liquid lithium at 600 K
( = 157) shown in Fig. 5 agrees with the experimentally
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FIG. 6. Same as Fig. 5 but for warm dense lithium at T =
52220 K and ρ = 0.6 g cm−3. We compare additionally with an
analytical solution of Gregori et al. [26], which applied frequency
moment sum rules in a memory function formalism at the same
temperature and ion density assuming an ionization degree of Zf =
1.35.
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determined one (only small k values available) [22] and
shows for larger k the same systematic behavior according
to the experimental dispersion relation for a slightly smaller
temperature (475 K) [22]. We observe a nonlinear dispersion
relation, ωs(k), characterized with minima at the peaks of the
static structure factor in Fig. 1, i.e., the dispersion relation
exhibits anti-phase to the local order of the ions. At the

boundary of the first pseudo-Brillouin zone at k ≈ 2.5 Å
−1

the propagation of the acoustic modes is suppressed due to
strong negative interference [51]. The slope of the linear part
of the dispersion relation ωs(k) at long wavelengths provides
the adiabatic speed of sound cs. In addition, the dispersion
relation ωl(k) of the longitudinal current correlation spectra
Jl(k,ω) = ω2/|k|2Sii(k,ω) is shown in Figs. 5 and 6, where
the apparent speed of sound, cl, is extracted from the linear
part. We estimate an error of ∼10% for our calculations of
the sound speeds related to a finite particle number in the
simulation and the fitting procedure. In the liquid metal regime,
we determine cl = 5085 m s−1 and cs = 5126 m s−1. These
values agree with the apparent speed of sound cl = 5204 m s−1

extracted from [51] and the adiabatic speed of sound estimated
from experiments [52] cs = 4789 m s−1 within 8%.

It is well known that at large k values the noncollective
mode might be dominant. Therefore the free particle dispersion
relation [51] is also displayed using

ωl(k) = h̄k2

4mi
+

√(
h̄k2

4mi

)2

+ 2k2

miβ
. (9)

The intrinsic error of the dispersion relation from our analysis
of the acoustic mode are increasing for larger k as their full
width at half-maximum increases [53] and overlaps largely
with the diffusive mode. We therefore obtain only a parallel
slope to the free particle limit. We observe the dominance of

the noncollective mode in liquid lithium above k � 5 Å
−1

.
On the other hand, in the WDM regime and due to

less correlations ( = 2) compared with liquid lithium, the
structure factor in Fig. 2 has no maxima. Hence the dispersion
relations in Fig. 6 show no depression for any k and are almost
linear. In this case, also the dispersion relation of the free
particles is linear, i.e., the second term under the root in
Eq. (9) is dominant. Noncollective modes are dominant for

k � 3 Å
−1

. Furthermore, we compare our dispersion relation
with the position of the acoustic modes of the dynamic
ion structure factor calculated via an analytical solution of
Gregori et al. [26] and obtain agreement; where the frequency-
dependent ion structure factor is calculated within the memory
function formalism by satisfying a finite number of the sum
rules. However, it is worth noting that the aspect ratio of the
triplet peaks calculated by the analytical model is different
from the DFT-MD results shown in Fig. 4. This can be
due to approximations required for an analytical solution in
Ref. [26], e.g., imposing a screened one-component plasma or
the Debye-Hückel model for the zeroth moment, and applying
a six-moment approximation.

V. COMPARISON WITH XRTS EXPERIMENTS ON WDM

XRTS probes the ionic correlations but is sensitive to
the electronic structure. In this way, theoretical predictions
for the total form factor N (k) and the ion structure factor
Sii(k) can be tested for WDM. The plasma parameters density
and temperature are usually extracted from a best fit of the
scattering spectrum using both the ion as well as the electron
feature. Potential discrepancies could point to inhomogeneities
or two-temperature states [29] that might be generated in such
pump-probe experiments. Here, we compare our DFT-MD
results with an XRTS experiment on warm dense Li [27].

A. Ion feature

DFT-MD simulations are carried out assuming a homoge-
neous target at T = 4.5 eV and ρ = 0.6 g cm−3—as extracted
from the experiment—which yields in our case Zf = 1.0. Note
that the ionization state could not be derived directly from the
experiment via, e.g., the plasmon feature. Leaving the static
ion structure factor Sii(k) as a free fit parameter, an ionization
degree Zfit

f = 1.35 has been predicted which is considerably
higher than our result. To determine the ionization degree
from DFT-MD, we used two methods. First, we observe an
energy gap of about 41 eV between the fully occupied bound
states of the K shell and the conducting L shell. We therefore
can discriminate the bound and free states by energy for
the form factor calculation and determine q(k → 0) = Zf =
1.0; see Eq. (6). Secondly, to benchmark this finding, we
calculated the dynamic electrical conductivity σ (ω) via the
Kubo-Greenwood formula [57–61]; results are shown in Fig. 7.

The conductivity shows a Drude-like behavior up to an
energy transfer of 41 eV, where we observe transitions from the
bound 1s electrons to free states. Fitting the Drude model to the
dynamic conductivity [62,63], we extract the electron plasma
frequency equivalent to an ionization degree of Zf = 1.0 and
a dc conductivity of σ DC(ω → 0) = 0.26 × 106 S m−1. Note
that the dc conductivity values and band gaps are dependent
on the XC functional and are potentially modified by using
higher order functionals, e.g., hybrid functionals [64].
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FIG. 7. Dynamic electrical conductivity for warm dense lithium
from DFT-MD simulations using the PBE functional (blue solid line).
An ionization degree of Zf = 1.0 is determined from a fit of the Drude
model (red dashed line).
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FIG. 8. Ion feature (brown) in warm dense lithium at T = 4.5 eV
and ρ = 0.6 g cm−3 with the total form factor N (k) (blue), atomic
form factor f (k) (red), and the form factor of screening electrons q(k)
(green) from DFT-MD simulations (solid line) compared with the
values from [27] (boxes) and analytical calculations. The influence of
the ionization degree, assuming Zf = 1.0 (dashed line) and Zf = 1.35
(dotted line) is shown within the analytical results using Debye-
Hückel theory [54] for q(k) and hydrogen-like wave functions [55]
for f (k). We compare also with f (k) for Li+ from Hartree-Fock [56]
(dash-dotted line).

In Fig. 8, we compare our results for the ion feature
and the form factors with other theoretical models and the
values given by García Saiz et al. [27]. The shown error bars
of the experimental ion feature are determined utilizing the
given error bars of q(k), f (k), and Sii(k) in their paper. They
calculated the screening cloud in terms of the electron-electron
static response utilizing a modified Debye-Hückel model
where static local field corrections are accounted for. The
bound form factor is calculated based on the Hartree-Fock self
consistent field method [65]. We obtain a very good agreement
for the ion feature and the total form factor by comparing
our DFT-MD simulations with the experimental values at k =
1.0 Å

−1
(40◦) and k = 1.5 Å

−1
(60◦) [27]. Since the ionization

degree fitted to the experiment is Zfit
f = 1.35, differences

in q(k) and f (k) for k → 0 occur because q(k → 0) = Zf ,
f (k → 0) = Zb, and N (k → 0) = Z with Z = Zf + Zb = 3.
In particular, the q(k) from the DFT-MD simulations is
lower than calculations in Debye-Hückel theory and shows

antiscreening for k = (2.5–5) Å
−1

, as already found in other
works [29,38,66]. The result of q(k) in [27] is consistent
with Debye-Hückel using Zf = 1.35. We compare our results
for the bound form factor f (k) also with calculations using
analytical hydrogenlike wave functions [55] assuming Zf = 1
and Hartree-Fock [56] for Li+ and find agreement. We
mention here, that soft pseudopotentials tend to delocalize
wave functions of the bound electrons. To summarize, our
DFT-MD simulations yield agreement with the measured ion
feature and a consistent description of the contribution of
free and bound electrons, thus allowing to infer the ionization
degree based on first principles.

B. Scattering spectrum

The total scattering signal of a given density and temper-
ature is accessible via the sum of the dynamic ion feature
obtained from DFT-MD simulations and the dynamic elec-
tron feature determined here in Born-Mermin approximation
(BMA) [6,67] with an ionization degree from DFT-MD,
convoluted with the instrumental broadening function.

The BMA considers electron-ion collisions via the collision
frequency derived in Born approximation [68] and combined
with a Mermin-like extension of the random phase approxima-
tion for the dielectric function [69]. For the calculation of the
scattering spectrum, we neglect possible transitions between
occupied and free electronic states. From our DFT calcula-
tions applying the PBE functional we expect the bound-free
transitions to be only contributing to the scattering spectrum
at photon energy shifts larger than the band gap; �h̄ω <

−41 eV. Using a more accurate functional the small bound-free
contributions might be shifted even further out [64]. However,
the calculation of the Chihara composites of the DSF using
different theories for each scattering contribution can be
overcome, i.e., by using only DFT-MD in combination with
the wavelength dependency of an analytic dielectric function
[64] or by using time-dependent DFT in the linear response
regime [70]. For those examples, no a priori assumption of the
ionization degree is necessary. According to the experimental
setup in [27], we report on the scattering signal for angles
40◦ and 60◦ in Fig. 9, where the DSF is convoluted with a
Gaussian distribution with the full width at half maximum
(FWHM) of 10.5eV. In both cases, the calculated DFT-MD
ion feature agrees with the measurement (except for a small
statistical deviation at 60◦, compare Fig. 8). The ion acoustic
modes (Fig. 4) could not been resolved due to the broad
instrumental function. The BMA electron feature calculated
based on the averaged density and the averaged temperature
used in DFT-MD simulations shows agreement with noisy
experimental data. Our calculated electron feature has a higher
amplitude than a synthetic spectrum [27], which is calculated
from an inadequate EOS model in a radiation-hydrodynamic
simulation. However, Garcia Saiz et al. extracted the plasma
parameters Zf = 1.35, ρ = 0.6 g cm−3, and T = 4.5 eV
not only from the rad-hydrodynamic simulations, but also
from a best-fit model for the DSF and an ionization degree
derived from their DFT-MD simulations for different densities
(Fig. 3(b) in Ref. [27]); the latter method is not outlined and
disagrees with our finding of Zf = 1.0.

We perform radiation-hydrodynamic simulations of the
experimental setup utilizing the HELIOS code [71]. HELIOS

features a Lagrangian reference frame where electrons and
ions are assumed to be co-moving. Pressure contributions
to the equation of motion stem from electrons, ions, and
radiation. Separate ion and electron temperatures and a
flux-limited Spitzer thermal conductivity are assumed. The
nonlocal thermodynamic equilibrium kinetics are accounted
for by solving multilevel atomic rate equations at each time
step in the simulation. The laser energy is deposited via
inverse bremsstrahlung as well as bound-bound and bound-
free transitions using PROPACEOS equations of state [71].
Ionization was simulated using a multigroup ionization model
based on the quotidian equation of state (QEOS) for strongly
coupled plasmas [72]. PROPACEOS 4.2 calculates the ionization
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FIG. 9. Dynamic structure factor at 40◦ and 60◦ vs the energy
shift �h̄ω. The calculated scattering signal (solid line) is based on
the dynamic ion structure factor (Fig. 4) and the total form factor
(Fig. 8) and the electron feature in BMA. The instrumental broadening
is taken from [27]. It is compared to experimental scattering data
(green circle), a best fit (black dashed line) [27] and a synthetic
spectrum based on radiation-hydrodynamic simulations (magenta
dashed line) [27].

via a Saha model, while PROPACEOS 5.1 uses a Thomas-Fermi
model as implemented in the QEOS [73]. The simulation
parameters are taken from the experiment: the 250-μm solid
thick lithium foil is driven with the 1-ns-long Vulcan laser
beam (frequency doubled to 512 nm) and flat-top focal spot
size with average irradiance of ≈3 × 1013 W cm−2. The initial
density and temperature of the target are 0.5 g cm−3 and
0.025 eV, respectively.

The time-averaged (from 3 to 4 ns) plasma parameters
as electron temperature, charge state, and mass density are
displayed in Fig. 10. Our results show the same qualitative
behavior compared to the HELIOS results provided by García
Saiz et al., except the ionization degree of the cold part
of the target, i.e., right to the dashed line. We observe an
average charge state in the cold part of 0.88, while the HELIOS

simulations performed by García Saiz et al. predict a zero
degree of ionization. The discrepancies are a consequence
of using two different EOS models. The Saha-like EOS
provides no ionization at room temperature as shown by
García Saiz et al. On the other hand, and in this work, a
Thomas-Fermi-like model considers pressure ionization and,
consequently, a substantially higher ionization degree of 88%
results. Hydrodynamic simulations based on Thomas-Fermi-
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FIG. 10. Time-averaged target parameters between 3 and 4 ns
after the pump pulse simulated with HELIOS. In this work a Thomas-
Fermi like EOS was considered (solid line) which is compared with
results taken from [27] (dotted line) where a Saha-like EOS was
utilized in the simulation. In the inset, the electron feature is calculated
in BMA employing the spatial-time averaged plasma parameters
(hom.) and inhomogeneous target parameters (inhom).

like models have been found to be consistent with the measured
data of warm dense lithium [74].

We find underdense and hot plasmas at the surface up
to ∼40 μm in front of the target, followed by heated and
compressed lithium, a shock-front within the target from
∼110 μm to 150 μm, and cold solid density at room tempera-
ture lithium behind the shock-front. The spatial averages of the
time-averaged plasma parameters in Fig. 10 are as follows: the
mass density is 0.5 g cm−3. The electron and the ion density
are 4.6 × 1022 cm−3 and 4.3 × 1022 cm−3, respectively. The
electron and ion temperature are 5.26 eV. In the inset of
Fig. 10, we show the electron feature calculated using BMA
considering these spatial-time averaged plasma parameters
and the electron feature considering the inhomogeneity of the
target at a scattering angle of 60◦; the target is discretized
into 25 cells and the shown signal is the average of Thomson
scattering signals of all cells. The electron feature of each cell
is calculated based on its local density and temperature; as
inhomogeneity of the target affects the electron feature [28].
We are in this case neither on the stage of extracting all ef-
fects of density/temperature inhomogeneities for the available
XRTS data nor diminish it from the noise. However, we point
out, that in our case the inhomogeneity narrows the electron
feature and increases its amplitude by 10%. Inhomogeneity
effects, although they are small in this case, could be resolved
using new XFELs with their unprecedented peak brightness
and high repetition rate. It is worth reporting that a similar
scenario could be applied using DFT-MD simulation to reveal
the impact of the target inhomogeneity on the ion feature.

VI. CONCLUSION

In summary, we have determined the static and dynamic
ion structure factor of liquid and warm dense lithium from
first principles. We have extracted the dispersion relation for
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the ion acoustic modes and calculated the speed of sound.
Using no input for the total form factor, the ion feature of
warm dense lithium is calculated self-consistently within the
DFT-MD simulations. We have found an excellent agreement
with available experimental data [22,27]. Based on radiation-
hydrodynamic simulations, we have addressed the impact of
inhomogeneities in the target on the scattering signal. These
tend to increase the amplitude of the electron feature. Applying
the detailed balance relation to the ion acoustic mode and the
electron feature provides the ion and electron temperature,
respectively. Therefore new high-brilliant and high-resolution

x-ray sources such as LCLS and European XFEL will enable
the investigation of nonequilibrium dynamics of warm dense
matter in future experimental campaigns.
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