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Effects of energy correlations and superexchange on charge transport and exciton formation in
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In this study, we investigate on the basis of ab initio calculations how the morphology, molecular on-site
energies, reorganization energies, and charge transfer integral distribution affect the hopping charge transport
and the exciton formation process in disordered organic semiconductors. We focus on three materials applied
frequently in organic light-emitting diodes: o.-NPD, TCTA, and Spiro-DPVBi. Spatially correlated disorder and,
more importantly, superexchange contributions to the transfer integrals, are found to give rise to a significant
increase of the electric field dependence of the electron and hole mobility. Furthermore, a material-specific
correlation is found between the HOMO and LUMO energy on each specific molecular site. For «-NPD and TCTA,
we find a positive correlation between the HOMO and LUMO energies, dominated by a Coulombic contribution to
the energies. In contrast, Spiro-DPVBIi shows a negative correlation, dominated by a conformational contribution.
The size and sign of this correlation have a strong influence on the exciton formation rate.
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I. INTRODUCTION

A thorough understanding of the electronic properties of
amorphous molecular semiconductors is crucial for the further
development of organic devices based on these semiconduc-
tors, such as organic light-emitting diodes (OLEDs), organic
photovoltaic devices, and (light-emitting) organic field-effect
transistors. An acceleration in this understanding has occurred
by the employment of ab initio calculations of the morphology
and the intermolecular charge hopping rates of these semicon-
ductors [1-6]. Recently, we developed an ab initio model for
hole transport in two amorphous molecular semiconductors
often used as hole transporters in OLEDs: a-NPD [N,N’-Di(1-
naphthyl)-N,N’-diphenyl-(1, 1’-biphenyl)-4,4’-diamine] and
TCTA [tris(4-carbazoyl-9-ylphenyl)amine] [7]. In the model,
we treated the Gaussian disorder in the molecular on-site
hole energies as spatially uncorrelated. We justified this by
the rather low degree of spatial energy correlations found in
the ab initio calculations. The low degree of correlation was
attributed to the vanishing molecular dipole moment of the
«-NPD and TCTA molecules. The conclusion was that in both
materials the calculated hole mobility (T ,c, F) as a function
of temperature 7', hole concentration ¢, and electric field F
could be quite accurately described by the parametrization
scheme of the extended Gaussian disorder model (EGDM) [8],
with slightly different parameters for the 7 and F' dependence.
The EGDM accounts in addition to the dependence of  on T
and F' as included in the Gaussian disorder model (GDM) [9]
also for the dependence on carrier concentration c.

For the case of «-NPD, we used the parameterized hole
mobility function in one-dimensional drift-diffusion modeling
of the T-dependent current density-voltage (J-V') characteris-
tics of two types of hole-only devices [7]. It was found that for
both types of devices these characteristics could be quite well
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described by only adjusting the calculated value 0 = 0.13 eV
of the standard deviation of the Gaussian energy disorder to
0.10 eV. Following up on this work, we recalculated o by
using instead of the standardized force field in Ref. [7] a
material-specific force field in the morphology calculation,
resulting in o = 0.087 eV [10]. We found that with this
value it was possible to quite well model 7-dependent J-V
as well as impedance spectroscopy data of hole-only devices
consisting of undoped «-NPD layers sandwiched in between
highly p-doped «-NPD layers. Also, the discrepancy with the
measured time-of-flight (TOF) mobility of holes in o-NPD
reported in Ref. [7] was resolved in Ref. [10]. Agreement
between the hole mobility in «-NPD extracted from device
simulations and measured by TOF was reported previously by
Schwartz et al. [11]. In another TOF study of hole transport in
«-NPD, the value o = 0.090 eV was found from a fit to the
GDM of the T dependence of the mobility [12], in excellent
agreement with the value of o = 0.087 eV. In Ref. [10], a
refined modeling as compared to Ref. [7] was employed,
including a series resistance and an adjusted dielectric constant
of a-NPD, both extracted from the impedance spectroscopy
data, and a full three-dimensional treatment of the hole
transport in the undoped «-NPD layers. Although the overall
agreement between modeled and measured data was quite
good, both in Refs. [7,10] the experimental J-V curves were
consistently steeper than the modeled curves, pointing at an
underestimation of the F' dependence of .

It is well known that spatial correlation between the on-site
energies can strongly increase the F dependence of w, an
effect that is accounted for in the correlated disorder model
(CDM) [13,14]. For the case that the on-site energies are fully
determined by the electrostatic interaction of a charge with
randomly oriented dipoles located at the sites, the extended
correlated disorder model (ECDM) was developed [15]. The
ECDM accounts, similarly to the EGDM, in addition to
the 7 and F dependence also for the ¢ dependence of u.
Because of the vanishing molecular dipole moment of «-NPD
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and TCTA, the ECDM is not applicable to these materials.
Numerical studies of charge transport in the electron trans-
porter Alq; [tris(8-hydroxyquinolinato)aluminium] [16] and
the hole transporter DPBIC [tris[(3-phenyl-1H-benzimidazol-
1-yl-2(3H)-ylidene)- 1,2-phenylene]Ir] [6], which both have a
large dipole moment, show that the energy autocorrelation
function for large distance r deviates from the 1/r dependence
of the dipole-induced correlation function of the ECDM.
Hence, even in the case of molecular semiconductors with
a large molecular dipole moment, the ECDM appears to be
inapplicable.

In the present work, we will employ a simplified version of
the model proposed in Ref. [16] to describe the spatial energy
correlation. We will then quantify, based on similar ab initio
calculations as in Refs. [7,10], the effect of the weak spatial
energy correlations on both the electron and hole mobility
functions of «-NPD, TCTA, and Spiro-DPVBi [2,2°,7,7°-
tetrakis(2,2-diphenylvinyl)Spiro-9,9’-bifluorene]. In the latter
material, which is used as a blue fluorescent emitter in OLEDs
[17], both electron and hole transport are important [18].

Another effect that can lead to an enhancement of the
F dependence of u is superexchange, which is the indirect
electronic coupling between orbitals localized on two sites
via virtual orbitals on intermediate sites [19-21]. We re-
cently established from ab initio calculations that including
superexchange coupling of guest orbitals via virtual host
orbitals leads to a strong enhancement and change in the
guest concentration dependence of the hole mobility in
two prototypical host-guest systems often used as emitting
layers in OLEDs [18]: «-NPD:Ir(MDQ)2(acac) («¢-NPD
doped with the red-emitting dye (acelylacetonate)bis(2-
methyldibenzo[f,h]quinoxinalate)iridium) and TCTA:Ir(ppy)s
(TCTA doped with the green-emitting dye fac-tris(2-
phenylpyridyl)iridium) [22]. Although in pure «-NPD and
TCTA a similarly strong enhancement of the mobility is
not expected, the longer hopping range associated with
superexchange is expected to enhance its ' dependence. We
will include the effect of superexchange to lowest order in a
similar way as in Ref. [22] and quantify its influence on the
F dependence of the electron and hole mobilities for the three
materials mentioned above.

The ab initio calculations of the energies of the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) required to address the effects of
spatial energy correlations and superexchange also allow us to
investigate the molecular on-site correlation between HOMO
and LUMO energies. The existence of on-sitt HOMO-LUMO
energy correlation and its sign are of importance for the rate of
exciton formation [23]. In the case of positive HOMO-LUMO
energy correlation (negative correlation between electron and
hole energies in the terminology used in Ref. [23]), the
probability that electrons and holes are trapped at different sites
is larger than in the case of negative HOMO-LUMO energy
correlation (positive correlation between electron and holes en-
ergies). This leads to a lower exciton formation rate for positive
than for negative HOMO-LUMO energy correlation. We note
that in Ref. [23] the exciton binding energy was assumed to be
sufficiently large to prevent unbinding of the exciton, so that
effects of a finite exciton binding energy and its possible corre-
lation with the LUMO and HOMO energies were not included.
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This paper is organized as follows. In Sec. II, we briefly
recapitulate our ab initio microscopic calculations of the
morphology, site energies, reorganization energies, and charge
transfer integrals, as well as the stochastic expansion method
used to expand the obtained microscopic information to large
simulations boxes for master-equation mobility calculations
equivalently to those in Ref. [7]. In Secs. III and IV, we
discuss the way in which we include spatial energy correlations
and superexchange, respectively. In Sec. V, we discuss the
results for the electron and hole mobility functions of a-NPD,
TCTA, and Spiro-DPVBi obtained from the master-equation
calculations. The mobility functions can be quite well de-
scribed by the parametrization scheme given in Refs. [7,8],
with adapted parameters for the 7 and ¢ dependence. We
find that the most important effect of including weak spatial
energy correlations and superexchange is an increase of the F
dependence of p, with the effect of including superexchange
being the most significant. In Sec. VI, we present the
results for the on-sitt HOMO-LUMO energy correlation in
the three considered materials and provide an analysis of
these results. For «-NPD and TCTA, we find a positive
correlation dominated by a Coulombic contribution, while for
Spiro-DPVBIi we find a negative correlation dominated by a
conformational contribution. Section VII contains a summary,
the main conclusions, and a discussion.

II. AB INITIO CALCULATIONS AND STOCHASTIC
EXPANSION METHOD

The ab initio calculations of the morphologies, site ener-
gies, reorganization energies, and charge transfer integrals for
the three materials were performed in a similar way as in
Refs. [7,10]. Morphologies at 300 K were obtained using the
METROPOLIS Monte Carlo based simulated annealing protocol
DEPOSIT [4], which was applied to simulate the deposition
of about 1000 molecules in the vertical direction in simulation
boxes of a lateral size of 7 x 7 nm? with periodic boundary
conditions in the lateral directions. Site positions, defined as
the molecular centers of mass, were obtained from a slab of
this box with a height of 20 nm, avoiding surface effects. The
resulting site densities are N; = 0.96, 0.87, and 0.60 nm > for
a-NPD, TCTA, and Spiro-DPVBI, respectively.

In the calculations of the electron and hole site en-
ergies, transfer integrals, and reorganization energies, the
morphology simulation boxes were periodically repeated
in the lateral directions. A spherical subsystem of about
3500 molecules was then considered. In the center of this
subsystem, 1000 molecules were selected, for which the
electron and hole site energies were obtained using the
quantum patch embedding method described in Ref. [5]. The
remaining 2500 molecules in the spherical subsystem were
used as an electrostatic background. Within the group of 1000
molecules, an inner region with 200 molecules was considered
for the calculation of the transfer integrals. These transfer
integrals were calculated based on self-consistently evaluated
molecular frontier orbitals using the Léwdin orthogonalization
[24,25]. The Fock and overlap matrices were extracted from
dimer calculations including environment embedding. Both
site energies and transfer integrals were calculated with
the Turbomole package [26] using a B3LYP functional
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FIG. 1. Isosurfaces (blue: +-0.03a, ', red: —0.03a,""*, with a,
the Bohr radius) of the HOMO and LUMO of «-NPD, TCTA, and
Spiro-DPVBI in vacuum.

[27] and a def2-SV(P) basis set [28]. The electron and
hole reorganization energies of molecules in this box were
calculated using Nelsen’s four-point-procedure [29] with a
B3LYP functional and a def2-TZVP basis set in TURBOMOLE
[30].

The site energies for both electrons and holes, i.e., the
LUMO and HOMO energies, are in very good approximation
distributed according to a Gaussian density of states (DOS). In
the case of electrons, the standard deviations of the Gaussian
DOS are 0 = 0.087, 0.100, and 0.156 eV for o-NPD, TCTA,
and Spiro-DPVB4, respectively. For holes, the values are o =
0.087, 0.136, and 0.122 eV. The statistical uncertainty in these
numbers is a few thousandths of an eV. The reorganization
energies for electrons and holes vary in the amorphous system
from molecule to molecule by a few hundredths of an eV. We
do not take into account these small variations and instead fix
the reorganization energies of all molecules at their average
value, whichis E; = 0.142, 0.139, and 0.303 eV for electrons,
and E; = 0.203, 0.257, and 0.224 eV for holes. We neglect
the relaxation energy of the environment around a charged
molecule. Because of the fixed orientation of molecules in
the condensed state, this relaxation energy is expected to be
very small. Figure 1 shows the spatial structure of the HOMO
and LUMO of the three considered molecules as obtained in
vacuum.
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We employ exactly the same stochastic methods as
explained in Ref. [7] for the expansion of the morphologies
and the generation of transfer integrals for the expanded
morphologies, using the microscopic information from
the above ab initio calculations as input. This stochastic
expansion method allows us to generate site distributions
(representing molecular centers of mass) according to the
microscopically calculated morphologies and charge transfer
integrals in between these sites for arbitrarily large simulation
boxes. Electron and hole mobilities are then extracted from
master-equation calculations of charge transport in simulation
boxes much larger than those used in the ab initio calculations,
in exactly the same way as in Ref. [7].

III. SPATIAL ENERGY CORRELATIONS

In Fig. 2, we plot the average (AEz)l/2 = ((E; — Ej)z)
of the difference of LUMO [electron, Fig. 2(a)] and HOMO
[hole, Fig. 2(b)] energies for all sites i and j with a mutual
distance smaller than R in the microscopic samples for which

172

Spiro-DPVBI
20" %ﬁiq—-v—-v—-v—v—v =
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~_ Spiro-DPVBi

N TCTA

r(b) HOMO, holes
0 1 2 3 4
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FIG. 2. Degree of spatial correlation between (a) LUMO (elec-
tron) and (b) HOMO (hole) energies at sites representing molecular
centers of mass with a distance smaller than R, for «-NPD, TCTA, and
Spiro-DPVBI. Symbols: results of microscopic ab initio calculations,
averaged over 7 («¢-NPD) and 3 (TCTA and Spiro-DPVBIi) samples
of 1000 molecules. Full curves: results for the correlated energy
disorder model Eq. (1) in expanded 40 x 40 x 40 nm® boxes,
with the parameters listed in Table I. Dashed lines: no correlations.
Offsets of 0.3 and 0.6 have been applied to the results for TCTA
and Spiro-DPVBI, respectively. Because of improvements in the
calculations, the results for the cases of holes in «-NPD and TCTA
slightly differ from those shown in Fig. 1 of Ref. [7].
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the ab initio calculations were performed. The deviation from
the value \/50, indicated by the dashed lines, is a measure
for the degree of spatial energy correlation. For the cases of
holes in «-NPD and TCTA considered by us in Ref. [7], it
was concluded that the correlation is much weaker than for
dipole-correlated disorder and the correlation was henceforth
neglected. We conclude that for all considered cases in Fig. 2
the correlation is weak, both for electrons and holes. The
correlation between energies at sites with the shortest mutual
distance, which is a measure for the size of the molecule,
appears to decay with increase of this distance in the order
a-NPD-TCTA-Spiro-DPVBi.

We take into account the spatial energy correlations by
a method similar to that of Baumeier et al., applied by these
authors to Alqs [16]. This organic semiconductor shows strong
spatial energy correlations due to the large electric dipole
moment of the Alg; molecule. The materials considered by
us have a vanishing molecular dipole moment and the degree
of correlation is therefore significantly lower than in Alqgs.
Because of this, we use a simplified version of the method
described in Ref. [16] based on a moving-average procedure
developed by Thiedmann et al. [31], which is sufficient to
reproduce the weak short-range correlations observed in Fig. 2.
In this method, an energy E; at site i is, apart from an offset
average energy, calculated as

a l—w - b
E; = JwM® + ./ - Z;M_,.. (1)
j:

Here, M and M? are two sets of independent random
energies drawn from a Gaussian distribution with zero mean
and standard deviation o as obtained from the ab initio
calculations, n is the number of nearest neighbors of site i
taken into account, with site i itself added, and w and 1 — w
are weights for the two components of the right hand side of
Eq. (1), where 0 < w < 1.

The first component in Eq. (1) represents a spatially
uncorrelated site energy distribution, whereas the second
component introduces spatial correlation. The parameter w
controls the strength of this correlation, while n controls
its range. We determined the values of the parameters w
and n such that the correlations in Fig. 2 as found in the
ab initio calculations are well reproduced by site energies
chosen according to Eq. (1) in a large box of 40 x 40 x
40 nm? with stochastically generated site positions. The used
parameters are listed in Table I and the corresponding energy
correlations are given by the full curves in Fig. 2.

TABLE 1. Parameters used in Eq. (1) to model the spatial energy
correlations of the LUMO (electrons) and HOMO (holes) in a-NPD,
TCTA, and Spiro-DPVBi, as shown in Fig. 2.

Material Molecular orbital w n
«-NPD LUMO 0.80 2
«-NPD HOMO 0.75 2
TCTA LUMO 0.75 4
TCTA HOMO 0.80 3
Spiro-DPVBIi LUMO 0.90 2
Spiro-DPVBI HOMO 0.85 2
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IV. SUPEREXCHANGE

Superexchange is the indirect electronic coupling between
orbitals localized on two sites via virtual orbitals on intermedi-
ate sites [19-21]. We include superexchange perturbatively to
lowest order in the direct charge transfer integrals J;; o between
two molecular sites i and k in the same way as in Ref. [22]:

1,04 jk,0
>~ J 10 J ’ 2
Jik ko + E A (2)
with AE;j; given by
E,+E. E
AEijsz,-—T+7r. 3)

Equation (3) has its particular form because the energies E;,
E;,and Ej are those of the conformationally reorganized states
with a charge on molecules i, j, and k, respectively. In the
superexchange transfer from i to k, however, the charge is
never actually located at the intermediate molecule j, so that
the conformation of this molecule does not change [22]. To
obtain the rate w; for transfer of a charge from site i to k,
the total charge transfer integral Jj; is inserted in the Marcus
formula [32]:

27 Ji (AEy — Ey)?
;) = -, @4
h \/47TE kB 4ErkBT

where AEik = Ek — Ei.

In the calculation of the superexchange contribution to the
total charge transfer integral in Eq. (2), we considered for
each site only the largest 16 direct transfer integrals with
other sites, which was checked to be more than sufficient in
the subsequent charge-carrier mobility calculations. We note
that in all calculations we disregarded occupation of other
orbitals than the LUMO or HOMO, and also superexchange
via other orbitals than those. Disregarding occupation of other
orbitals than LUMO or HOMO may be justified by the fact
that the percolative charge transport in amorphous molecular
semiconductors involves only states in the low-energy tail of
the DOS below a critical energy of the order of —0.5¢ or
lower [33]. With energies of the LUMO+1 (HOMO-—1) that
are typically 0.1 eV or more higher (lower) than that of the
LUMO (HOMO) and values of o of the order of 0.1 eV, the
number of LUMO+1 (HOMO-—1) states in this low-energy
tail that is available in addition to the LUMO (HOMO) states
is not expected to enhance the mobility significantly. The
superexchange via energetically higher (lower) lying orbitals
than the LUMO (HOMO) is suppressed by the factor AEjj; in
the denominator of the superexchange contribution in Eq. (2).
Since this suppression is not very strong, significant correc-
tions could be expected when including other orbitals than the
LUMO (HOMO) as virtual orbitals in the superexchange.

Also, higher-order superexchange contributions involving
more than one intermediate site could be included. Including
such higher-order contributions would quickly lead to ex-
cessive computation times, because of the rapidly increasing
number of combinations of intermediate sites. We therefore
refrained from going beyond the lowest order in Eq. (2).
In view of the neglect of higher-order contributions and of
orbitals other than LUMO or HOMO in the superexchange
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0 Electron transfer integrals for a-NPD
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FIG. 3. Squared electron transfer integrals between molecular
sites as a function of intersite distance r in 40 x 40 x 40 nm®
stochastically expanded simulation boxes representing the three
considered materials. (Left) Separate squared direct (red points)
and superexchange (blue points) contributions in Eq. (2). (Right)
Squared total transfer integrals. For graphical reasons, each data set
contains 5000 representative transfer integrals randomly chosen from
the original data set.

our calculations are expected to provide a lower bound to the
mobility increase by superexchange.

We remark that in Eq. (2) the relative signs of the transfer
integrals start to matter with the inclusion of superexchange. In
the ab initio calculations we find for all cases a division of close
to 50%-50% between positive and negative transfer integrals.
In the stochastic expansion method, we therefore attribute a
random sign to the direct transfer integrals in Eq. (2). We also
remark that the perturbation theory underlying Eq. (2) starts to
fail when the denominator AE;j; in the superexchange term
is of the order of or smaller than either J;; o or Jjx o (in terms
of absolute values). For the rare combinations of sites for
which this occurs, a regularization procedure is necessary. We
replace in such case A Ej j by either J;; o or Jj o (not changing
its original sign). Other, more sophisticated, regularization
procedures are possible, but this procedure is computationally
convenient and was checked to be sufficient.

Figures 3 and 4 show for electrons and holes, respectively,
the squares of the direct transfer integrals, the superexchange
contribution in Eq. (2), and their sum as a function of distance.
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Hole transfer integrals for a-NPD
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FIG. 4. Same as Fig. 3, but for holes.

The importance of the superexchange coupling is clearly seen
in all cases. It leads to significant couplings for rather large
distances of 3—4 nm, where direct couplings have become
negligible.

V. MOBILITY FUNCTIONS

The mobility functions u(7',c, F) for electrons and holes in
«-NPD, TCTA, and Spiro-DPVBIi were obtained by solving a
three-dimensional steady-state master equation for the charge-
carrier occupational probabilities of the sites in large simula-
tion boxes, in the same way as in Ref. [7]. The site positions
and direct transfer integrals in the simulation boxes were
stochastically generated using the methods as described in
Ref. [7]. Spatial energy correlations were introduced according
to the method described in Sec. III. The transfer integrals
including superexchange coupling were obtained with the
approach described in Sec. IV, using stochastically generated
direct transfer integrals. We used simulation boxes with sizes
up to 110 x 110 x 110 nm? and performed averages over five
disorder realizations, yielding results for the mobilities with
sufficiently small error bars.

The resulting mobility functions wu(7,c,F) could all be
fitted quite well with the parametrization scheme employed
in Refs. [7,8], which involves a factorization of the ¢ and F
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FIG. 5. Dependence of u on electric field F for electrons (left)
and holes (right) in «-NPD at a carrier concentration ¢ = 107°
for different values of o/kgT. Symbols: master-equation results
(error bars comparable to the symbol size or smaller). Curves:
parametrization scheme Egs. (5)—(9) with A = 0.30 and other
parameters as given in Table II. Results are given for the cases with
neither spatial energy correlations nor superexchange included (no
Corr. no SX), only correlations included (Corr.), and both correlations
and superexchange included (Corr. and SX).

dependence:

(T e, F) = w(T,e) f(T,F), ©)

with
(T ,c) = po(T)exp [5(6° — 6)(20)], (6)

A2 _ A _
5= 2ln(cr crA)2 1n(]n4)’ 5= i, @
o kBT

po(T) = pg exp[—Cé7], (8)

and

F 2
(T.F)=exp | A =22 J1+B[ =) —1
p
o

©))

The dependence of p on carrier concentration c is, for not
too high ¢, only determined by the shape of the DOS [33],
which is in all cases Gaussian. This dependence is very well
described by Eqgs. (6) and (7). We therefore concentrate on the
T and F dependence at a low carrier concentration ¢ = 1079,
Figures 5-7 give for «-NPD, TCTA, and Spiro-DPVBI,
respectively, and for various values of the dimensionless
disorder strength & = o/kgT the dependence of u on the
dimensionless electric field Fea/o, where a = Nt_l/ 3 is the
average center-to-center distance between the molecules and
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FIG. 6. Same as Fig. 5, but for TCTA.

e the unit charge. The fits (curves) to the data (symbols)
were obtained with a least-square procedure, taking into
account only data for Fea/o < 1, which is the typical electric
field range relevant for device applications. We chose to fix
the parameter A in Eq. (9) to A =0.30 and optimize the
parameters u and C in Eq. (8), and the parameter B in Eq. (9).
As can be observed, this provided in all cases good fits. The
fitted parameters are given in Table II.
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FIG. 7. Same as Fig. 5, but for Spiro-DPVBi.
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TABLE II. The parameters in fits of the parametrization scheme, Egs. (5)—(9), for the mobility function u(7,c, F') of electrons and holes to
the master-equation results in Figs. 57 for the three considered materials. The parameter A is 0.30 in all cases. The three considered cases are
those where neither spatial energy correlations nor superexchange is included (no Corr. no SX), only correlations included (Corr.), and both

correlations and superexchange included (Corr. and SX).

Material Carrier Case wi [1076 m?/Vs] c B AB
«-NPD Electron No Corr. no SX 12.1 0.41 1.0 0.30
«-NPD Electron Corr. 12.1 0.41 1.1 0.33
«-NPD Electron Corr. and SX 17.6 0.39 2.0 0.60
«-NPD Hole No Corr. no SX 2.5 0.42 1.3 0.39
«-NPD Hole Corr. 2.5 0.42 1.7 0.51
«-NPD Hole Corr. and SX 2.8 0.41 2.8 0.84
TCTA Electron No Corr. no SX 10.8 0.40 1.0 0.30
TCTA Electron Corr. 10.9 0.40 1.2 0.36
TCTA Electron Corr. and SX 18.3 0.39 2.1 0.63
TCTA Hole No Corr. no SX 6.1 0.41 1.9 0.57
TCTA Hole Corr. 6.2 0.40 2.0 0.60
TCTA Hole Corr. and SX 7.6 0.40 2.7 0.81
Spiro-DPVBI Electron No Corr. no SX 1.1 0.42 1.6 0.48
Spiro-DPVBIi Electron Corr. 1.1 0.42 1.6 0.48
Spiro-DPVBIi Electron Corr. and SX 1.2 0.41 24 0.63
Spiro-DPVBI Hole No Corr. no SX 1.1 0.41 1.7 0.52
Spiro-DPVBI Hole Corr. 1.1 0.41 1.9 0.57
Spiro-DPVBI Hole Corr. and SX 1.2 0.41 2.5 0.75

It follows from the results in Table II that including spatial
energy correlations and superexchange leads to only a small
decrease of the temperature dependence, but an appreciable
increase of the field dependence of both the electron and
hole mobilities in the three considered materials. In the last
column of Table II, we report the product AB, which is a
measure of the field sensitivity of the mobility at low field,
where In 1 is proportional to A B F2. It appears that, in general,
including superexchange has a stronger influence on the field
dependence than including spatial energy correlations, since
the enhancement in A B by adding superexchange is generally
larger than that by adding correlations.

VI. HOMO-LUMO ENERGY CORRELATIONS

As mentioned in the introduction, the size and sign of the
correlation between the on-site HOMO and LUMO energies
have an important impact on the exciton formation rate [23].
Figure 8 shows in a scatter plot for all molecular sites
in microscopic ab initio calculations for the three consid-
ered materials the values of AErymo = ELumo — (ELumo)
versus A Egomo = Enomo — (Enomo), where (Epumo) and
(Enomo) are the average LUMO and HOMO energies. The
ab initio calculations allow a separation of the LUMO and
HOMO energies into a contribution due to the particular
conformation of the considered molecule in the amorphous
morphology and a contribution due to the Coulomb interaction
of the electron or hole with the surrounding partial charges,
which includes the change in these partial charges due to
the presence of the electron or hole, i.e., polarization effects.
The left and middle panels in Fig. 8 are scatter plots of the
conformational and Coulombic contribution, respectively, and
the right panels show the total results. We also provide the
Pearson product-moment correlation coefficients for all cases

(see the numbers in the panels). In Table III we report the
standard deviations of the data shown in Fig. 8. We also report
the square root of the quadratic sum of the standard deviations
of the conformational and Coulombic contribution. In most
cases, we note a slight discrepancy with the total standard
deviation o, which should be due to a small correlation
between the conformational and Coulombic contribution to
the energy.

It can be clearly observed that the HOMO and LUMO
energies are positively correlated for «-NPD and TCTA, but
negatively correlated for Spiro-DPVBIi. The separation into
the conformational and Coulombic contributions reveals the
cause for this different behavior. The positive correlation in
the cases of @-NPD and TCTA is governed by the positive
correlation in the Coulombic contribution; see Figs. 8(b)
and 8(e). We attribute this correlation to the electrostatic
Coulomb interaction between an electron or a hole on a
molecule and the static contribution to the partial charges in the
environment, since a high electrostatic potential for an electron
implies a low electrostatic potential energy for a hole and vice
versa. Fluctuations in the polarizability of the environment
due to the polarization contribution to the partial charges
will have an opposite effect, with a high local polarizability
decreasing both the potential energy of an electron and a
hole, but this effect is not strong enough to counteract the
electrostatic effect. The absence of a significant correlation in
the conformational contribution in the cases of «-NPD and
TCTA is mainly caused by the relative insensitivity of the
LUMO energy to the molecular conformation as compared to
the HOMO energy; see Figs. 8(a) and 8(d). The difference
can be explained from an analysis of the spatial structures
of the HOMO and LUMO, displayed in Figs. 1(a)-1(d) for
the molecules in vacuum. It is observed that the HOMO
is spread over the whole «¢-NPD or TCTA molecule, while
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FIG. 8. Scatter plots of AE ymo V8 AEnomo for ¢-NPD, TCTA, and Spiro-DPVBI, as following from microscopic ab initio calculations.
The energies of 7225, 3196, and 2205 molecular sites were considered, respectively. In the left panels, only the conformational contribution
to the HOMO and LUMO energies was included and in the middle panels only the Coulombic contribution. The right panels show the total
results. The Pearson product-moment correlation coefficients are given in each panel.

the LUMO is more confined to parts of the molecule, an
effect that is particularly pronounced in the case of a-NPD.
As a consequence, the HOMO energy is more sensitive to
changes in the conformation of the molecule than the LUMO
energy.

The negative HOMO—LUMO energy correlation in the
case of Spiro-DPVBi is dominated by a strongly negative
correlation in the conformational contribution; see Fig. 8(g).
The Coulombic contribution shows a strong positive cor-
relation (of which the origin is likely the same as in
the cases of «-NPD and TCTA), but due to its rela-
tively small standard deviation (see Table III), this con-
tribution is not sufficient to counteract the conformational
contribution.

In order to determine the cause for the strongly negative
conformational correlation between the HOMO and LUMO
energies in Spiro-DPVBIi, we analyzed the dependence of
the energies and spatial structures of the HOMO and LUMO
on the dihedral angle between the diphenylvinyl groups and
the Spiro-bifluorene framework, related to rotations about the
bonds indicated by the green spheres in Fig. 9(a). It was shown
that for several molecular semiconductors there is a correlation
between these dihedral rotations and energetic disorder [34].
These rotations are also the main cause for the conformational
energy disorder in the amorphous structure of Spiro-DPVBi.
Figure 9(b) shows the HOMO-—1, HOMO, LUMO, and
LUMO+-1 energies of the Spiro-DPVBi molecule in vacuum
as a function of one of the dihedral angles, while allowing
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TABLE III. Standard deviations ocons and ocoy Of the conformational and Coulombic contributions to the LUMO and HOMO energies.
The square root of the quadratic sum of the two contributions and the overall standard deviation ¢ are also given.

Material Molecular orbital Ocont [€V] Ocou [€V] VOCont + 0u [€V] o [eV]
«-NPD LUMO 0.048 0.075 0.089 0.087
a-NPD HOMO 0.063 0.061 0.089 0.087
TCTA LUMO 0.053 0.098 0.111 0.100
TCTA HOMO 0.088 0.096 0.130 0.136
Spiro-DPVBIi LUMO 0.146 0.068 0.161 0.156
Spiro-DPVBI HOMO 0.103 0.065 0.122 0.122

the other degrees of freedom of the molecule to relax to
their equilibrium values. We observe from this figure a strong
correlation between the HOMO and LUMO energies, where a
high HOMO energy correlates with a low LUMO energy and
vice versa. It is this negative correlation that leads to the strong
conformational correlation between the HOMO and LUMO
energies in the amorphous structure of Spiro-DPVBI, in
which many different values of the dihedral angles occur. The
dihedral angles in the microscopically calculated amorphous

o
(6}
T

LUMO+1

Energy [eV]

150 100 50 0 50 100 150
(b) Dihedral angle [Degrees]

FIG. 9. (a) Structure of the Spiro-DPVBi molecule in vacuum.
We study the changes in the energies and spatial structures of the
HOMO and LUMO caused by a change of the dihedral angles
related to rotations about the bonds indicated by the green spheres.
(b) Dependence of the HOMO—1, HOMO, LUMO, and LUMO+1
energies of the Spiro-DPVBi molecule in vacuum on one of the
dihedral angles indicated in (a), while allowing the other degrees
of freedom of the molecule to relax. For visualization purposes,
different offsets have been applied to the LUMO and LUMO+1
energies as compared to the HOMO and HOMO-—1 energies. The
lines are smooth fits to the calculated data (circles).

structure of Spiro-DPVBi are distributed as shown in Fig. 10,
with a primary peak around 60° and a secondary peak around
120°.

The behavior of the energies in Fig 9(b) can be understood
as follows. For the case of the LUMO and LUMO+1, the
coupling between the two equivalent parts of the Spiro-DPVBi
molecule is very weak. As a consequence, the LUMO and
LUMO+1 each localize on one part of the molecule; see
Fig. 1(f) for the case of the LUMO. One of them reacts strongly
to the dihedral angle that is changed, while the other does
not. When this dihedral angle is 0°, the LUMO is maximally
delocalized and its energy is lowest. Upon increase of the
dihedral angle, the LUMO gets more localized and its energy
increases until it reaches the energy of the LUMO+-1 at about
40°. Beyond this angle, the roles of LUMO and LUMO+1
are reversed. The HOMO and HOMO—1 show a different
behavior, because they are both delocalized over the whole
molecule due to a strong coupling between the equivalent parts
of the molecule; see Fig. 1(e) for the case of the HOMO. As
a consequence, both HOMO and HOMO—1 react strongly to
the dihedral angle that is changed. When this dihedral angle
is 0°, they are both maximally delocalized and their energies
are highest. Upon increase of the dihedral angle, both HOMO
and HOMO+-1 get more localized and their energies decrease.
Because of the strong coupling between the equivalent parts
of the molecule the HOMO and HOMO+-1 do not cross each
other.

0.08

0.06

0.04

0.02

Fraction of occurrences

0.00
0 50 100 150

|Dihedral angle| [Degrees]
FIG. 10. Distribution of the absolute values of the dihedral angles

of 1000 Spiro-DBVBi molecules in a microscopically calculated
amorphous structure at 300 K.
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VII. SUMMARY, CONCLUSIONS, AND DISCUSSION

In the first part of this paper, we have investigated the
effects of spatial energy correlations and superexchange on the
mobility functions of electrons and holes in three amorphous
molecular semiconductors frequently applied in OLEDs:
«-NPD, TCTA, and Spiro-DPVBi. The results were ob-
tained from master-equation calculations based on a stochas-
tic expansion of microscopic information obtained from
ab initio morphology and electronic structure calculations. We
concluded that the temperature dependence of the mobilities
is slightly weakened and that the dependence on electric
field is significantly enhanced, in particular when including
superexchange.

We can now address the question whether the enhanced
field dependence can explain the too weak voltage depen-
dence found in the modeling of the temperature-dependent
current density-voltage characteristics of hole-only «-NPD
devices. As an example, we consider the injection-limited
ITO|a-NPD|Pd devices studied in Ref. [7]. For the device with
an «-NPD layer thickness of 100 nm, the largest difference
occurred at the lowest temperature of 232 K and the highest
voltage of 5 V, where the measured current density is larger
than the modeled one by a factor of about 2.5 (see Fig. 8 in
Ref. [7]). Since in injected-limited devices the electric field is
approximately constant, we obtain the electric field by dividing
the voltage by the layer thickness. Taking 0 = 0.1 V, as in
Ref. [7], and a 1 nm, we find a dimensionless electric
field Fea/o of about 0.5. Using the parameters A = 0.30
and B from Table II, the field enhancement factor f(7,F)
in Eq. (9) is then about 2.4 when spatial energy correlations
and superexchange are neglected, as in Ref. [7], and about
6.6 when they are taken into account. The extra enhancement
by including spatial energy correlations and superexchange
is thus a factor of about 6.6/2.4 &~ 2.8, which is quite close
to the required factor of 2.5. We can therefore conclude
that the neglect of spatial energy correlations and especially
superexchange could very well be responsible for the too weak
voltage dependence in the modeling of the ¢-NPD devices in
Refs. [7,10].

It also follows from the results in Table II that there
are no qualitative differences between the mobility functions
for electrons and holes in the three investigated materials.
Remarkably, we conclude that the intrinsic electron mobilities
in the “hole transporters” «-NPD and TCTA should be even
larger than the hole mobilities. This means that if electron traps
in these materials can be avoided and the problem of electron
injection into these materials can be solved, they should also
be able to serve as electron transporters. In Spiro-DPVBI, the
intrinsic electron and hole mobilities are virtually the same.
Hence, if electron trapping in this material can be avoided,
it will be an interesting material for applications that require
balanced electron and hole transport.

PHYSICAL REVIEW B 95, 115204 (2017)

In the second part of this paper, we have investigated,
using the results of the microscopic ab initio calculations,
the on-site correlations between the molecular HOMO and
LUMO energies in the three considered materials. We made a
separation into a contribution due to the specific conformation
of the molecule on which a charge resides and a contribution
due to Coulomb interactions of the charge with the partial
charges in its environment. We found that in «-NPD and
TCTA the Coulombic contribution dominates, leading to
a positive correlation between on-site HOMO and LUMO
energies: an energetically favorable site for an electron is
in general an energetically unfavorable site for a hole and
vice versa. By contrast, we found that in Spiro-DPVBI the
conformational contribution dominates, leading to a negative
correlation between on-site HOMO and LUMO energies:
an energetically favorable site for an electron is in general
also an energetically favorable site for a hole and vice
versa. The strong conformational contribution to the on-site
HOMO—-LUMO energy correlations in Spiro-DPVBi was
explained by considering the effects of dihedral rotations in
the Spiro-DPVBi molecule on the spatial structure and the
energies of the frontier orbitals.

The size and sign of the on-site HOMO—LUMO energy
correlation is of importance for the rate of exciton formation
[23]. The positive correlation found in ¢-NPD and TCTA slows
down exciton formation, because of an increased probability
that electrons and holes get trapped at different sites. The
negative correlation found in Spiro-DPVBIi counteracts this
effect, leading to an enhanced exciton formation rate. These
results show the importance of molecular design in increasing
exciton formation rates in molecular semiconductors.
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