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Interplay between charge density wave and antiferromagnetic order in GANiC,
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The correlation between the charge density wave (CDW) and f local moments is observed in GdNiC, by
means of x-ray diffraction in a magnetic field. Various kinds of electronic states exist in the magnetic field.
The intensity of the CDW peak changes in the successive transitions and the commensurate-incommensurate
transition of the CDW takes place as well. The successive transitions are explained in terms of a cooperative
effect of the Peierls instability and the spin Friedel oscillation, in which the antiferromagnetic order of the f

local moments is coupled to the spin density wave coexisting with the CDW of the conduction electron.
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I. INTRODUCTION

The interplay between the electron conduction and the local
moments is a central topic in condensed matter physics. This
interaction gives rise to interesting phenomena such as giant
magnetoresistance and heavy fermions [1-3]. The interaction
with local moments is also attractive in a low-dimensional
electron system, in which the Peierls instability gives rise to the
charge-density-wave (CDW) state and the spin-density-wave
(SDW) state [4]. If the local moments exist on this conducting
path, the antiferromagnetic coupling (J.¢) with the conduction
electron induces the spin Friedel oscillation, in which the spin
density oscillates with the wave number of 2kr [5,6]. Since
the Peierls instability also has a singularity in the wave vector
of 2kp, one can expect a cooperative effect of the density
waves and the magnetic order of the f local moments [7,8]. In
several rare-earth compounds, coexistence of the density wave
state and the antiferromagnetic order of the f moment has
been reported [9]. Unfortunately, the cooperative phenomena
by which the creation of an f-moment order induces a drastic
change in the CDW order parameter have not been adequately
clarified. Recently, it was reported that the CDW state is
correlated with the magnetic order of the f moments. In
SmNiC,, the CDW is destroyed in the ferromagnetic (FM)
transition [10]. This phase competition enables us to critically
control the electronic state by applying a magnetic field [11].
In GdNiC,, the intensity of the CDW peak changes in the
antiferromagnetic (AFM) transition of the f local moments
[12]. In contrast to the FM state, the CDW coexists with the
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AFM state. It is found that the wave vector of this CDW agrees
with that of the AFM order of the f moments in TbNiC,
[12,13]. However, the microscopic mechanism underlying the
correlation between the CDW and the magnetic orders remains
unclear.

The magnetic-field effect gives a clue toward the clarifi-
cation of the correlation mechanism, since the magnetic field
can control the magnetic state; hence this influence upon the
CDW can be examined. The GdNiC, is a suitable system
for this research, since the Gd f local moment, which has
almost no magnetic anisotropy due to the orbital component,
is very susceptible to a magnetic field. Indeed, the successive
transitions take place in the magnetic field [14]. In this paper,
we report our direct observation of a correlation between
the CDW state and the f local moment by means of x-ray
diffraction in the magnetic field and propose a correlation
mechanism for the CDW and the f-moment orders. This
correlation can be explained in terms of a cooperative effect of
the Peierls instability and the spin Friedel oscillation, taking
into account the role of the SDW in creating the f-moment
order.

As shown in the inset of Fig. 1(b), the Gd, the Ni, and
the dimer of C stack along the a axis, and form triangular
lattices in the bc plane [15]. This crystal system is Amm?2
and does not have space inversion symmetry. According to the
band calculation [16], a part of the Fermi surface (FS) is a
warping sheet parallel to the b*c* plane. Since the density of
states (DOS) near the Fermi level (Er) comes from only the
3d orbital of the Ni and the 4d orbital of the rare earth, these
d electrons contribute to the electron conduction, while the f
electron of the rare earth is localized.
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FIG. 1. Temperature dependence of the physical properties in 0 T
in GdNiC;. (a) Resistivity p measured under the current applied along
the a, b, and ¢ axes. (b) Magnetic susceptibility y measured in an ac
magnetic field (3 G) applied along the ¢ axis. Inset: Crystal structure
of GdNiC,. (c) Heat capacity C. The bottom bars in Ty and Tcpw
indicate the AFM and CDW transition temperatures, respectively.

II. EXPERIMENT

The single crystal of GANiC, was grown by using an arc
furnace. We measured the resistivity, the magnetization, and
the heat capacity using Quantum Design PPMS. The molar unit
of the magnetic susceptibility is one formula unit of GANiC,.
The x-ray diffraction was measured at the Photon Factory
BL-3A.

III. RESULTS AND DISCUSSION

Figure 1(a) displays the temperature dependence of the
resistivity p. The resistivity increases below 200 K [12]. Below
this Tepw, the satellite of the x-ray diffraction due to the CDW
is observed [10]. The wave number of this satellite is (0.5,
~(.5, 0), which is consistent with the band calculation [16].
The resistivity remains at a low value below Tcpw, suggesting
the imperfect nesting of the CDW. The magnetic susceptibility
x [Fig.1(b)] also shows an anomaly at the AFM transition
temperature Ty = 22 K [17]. A clear peak of the heat capacity
C [Fig.1(c)] also provides thermodynamical evidence of the
AFM transition.

We investigated the magnetic-field effect on this AFM state.
At 2K, as indicated by the arrow in Fig. 2(a), the spin flop
occurs near 1.2 T [14,17]. The metamagnetic transition is also
observed near By ~ 6 T. We summarize the phase diagram
in Fig. 3(a) on the basis of the magnetization anomalies. The
boundary between the antiferromagnetic phase 1 (AFM1) and
the AFM2 corresponds to the spin-flop field. We refer to the
metamagnetic state above By as the MM state.
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FIG. 2. (a, c) Magnetic-field dependence of the magnetization
M (a) and the resistivity p (c) in GdANiC,. The arrows indicate the
anomalies related to the phase transitions. The right horizontal bar in
the inset indicates the half of the full moment M, per GANiC,. (b, d)
Temperature dependence of M (b) and p (d). The magnetic field is
applied along the ¢ axis. The resistivity shown in the main panels and
the inset was measured under the current applied along the ¢ axis and
the b axis, respectively.
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FIG. 3. (a) Magnetic-field-temperature phase diagram in GANiC,
in the magnetic field applied along the ¢ axis. Here, AFM, MM,
IM, FFM, and IL(H)F denote the antiferromagnetic, metamagnetic,
intermediate, forced-ferromagnetic, and intermediate-temperature—
low(high)-magnetic-field phases, respectively. (b) Heat capacity C
measured in the magnetic field applied along the ¢ axis. The data
were offset by 20 J K~ mol™" for visibility. (c, d) Phase diagram in
the magnetic field applied along the a axis (c) and the b axis (d).
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Next, we show the intermediate states characteristic of
GdNiC,. The magnetization also has an anomaly with the
hysteresis near 4.5T at 19K in the inset of Fig. 2(a), and
at ~#11K near 6T in Fig. 2(b). Thus, the intermediate state
2 (IM2) exists above ~4.5T and ~11K. The ramp is seen
near B = 6-7T at 19K in the inset of Fig. 2(a). The hump
is observed for T = 18 K to 22 K near 6.5 T in Fig. 2(b). The
electronic state related to this hump, whose magnetization
value is close to half of the saturation moment M, (=7 g
[17]), is termed the intermediate1 (IM1) phase. The origin of
these IM phases is discussed later.

Above Ty = 22K, the electronic state seems paramagnetic.
A close look reveals that the anomaly with the hysteresis
is seen only near B=5~6 T at 30K in the inset of
Fig. 2(a). This anomaly separates this paramagnetic state
into the intermediate-temperature—low-field (ILF) state and
the intermediate-temperature—high-field (IHF) state.

We also examined the phase diagram of Fig. 3(a), by
measuring the resistivity p. As shown in Fig. 2(c), at 2K
and 10K, the resistivity drops near 5.7 T, which corresponds
to the critical field (Byy) between the AFM2 and the MM
phases. At 20K, after the resistivity decreases rapidly near
B =5 ~ 6 T, it reaches a plateau, and then drops again
near 7T. This magnetic-field range (B = 6 ~ 7 T) of the
resistivity plateau corresponds to that of the magnetization
ramp in the IM1 phase [the inset of Fig. 2(a)]. Figure 2(d)
displays the temperature dependence of the resistivity. At 6T,
the resistivity exhibits anomalous behavior; as the temperature
is lowered, the resistivity drops at ~21K, rises at ~18.5K,
and then decreases again below ~16 K. This low-resistivity
region between ~18.5K and 21K corresponds to the IM1
phase, while the high-resistivity region between ~13 K and
18.5 Kiis related to the IM2 state. The clear hysteresis suggests
the first-order transitions. At 9T, the kink structure is seen
at 13K and 25.5K. Since the region between these kinks
becomes stable in the higher fields, this state is considered the
forced-ferromagnetic (FFM) phase. There is a slight difference
in the anomaly between the resistivity and the magnetization
measurements. For example, at 6.5 T, the magnetization dip
due to the IM1 phase is seen around 17 K in Fig. 2(b), while
the resistivity peak due to the IM1 phase is not observed
in Fig. 2(d). At 7.5T, the resistivity anomalies due to the
FFM phase are seen at 19K and 21K in Fig. 2(d), while
the magnetization anomaly is seen only at 19 K in Fig. 2(b).
It is because there is hysteresis in the phase transition, and
then the resistivity measurement can detect the low-resistive
state more easily than the magnetization measurement on the
phase boundary. Figure 3(b) shows the heat capacity C. In the
zero field, the heat capacity shows a clear peak at Ty = 22 K.
At 6.5T, the peaks appear not only at 21.3 K, indicating the
transition between the IHF and IM1 phases, but also at 18 K,
suggesting the transition between the IM1 and MM phases. At
9T, the anomalies near 15 K and 25.5 K indicate the transition
related to the FFM phase.

Figures 4(a) and 4(d) show the CDW satellite profiles
and their intensities [, observed near (0.5, 3.5, 0) at 5K,
respectively. In the AFM1 and the AFM2 states, the intensity /,
gradually decreases with the magnetic field. Then, the I, falls
to zero near Bym ~ 6 T, suggesting the total disappearance
of the CDW. In SmNiC,, we also observed the FM-induced
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FIG. 4. (a)—(c) Satellite in the x-ray diffraction observed in (0.5,
~3.5, ~0) in the magnetic field in GANiC,. The K scans at 5K,
19K, and 30K are displayed in panels (a), (b), and (c), respectively.
Inset: L scan at 5T at 19 K. (d)~(f) Magnetic-field dependence of
the satellite intensity normalized by the zero-field one (red lines),
the K shift (violet dashed line), and the L shift (brown dashed line)
at 5K (d), 19K (e), and 30K (f). The second and third harmonic
components are shown by the black and blue points in panel (e),
respectively. The magnetic field was applied along the ¢ axis.

disappearance of the CDW [10,11]. After the spin flop of the
Gd moments takes place near 1.2 T applied along the ¢ axis,
the directions of the Gd moments become nearly perpendicular
to the ¢ axis in the AFM2 phase. Above Bym = 6T, all the
Gd moments are tilted toward the magnetic fields, and the
magnetic state approaches the forced ferromagnetic one. This
spin polarization changes the band structure and makes the FS
nesting impossible [10,11]. The FM effect on the CDW is also
discussed in the IM1 state later.

Figures 4(b) and 4(e) display the peak profiles, their
intensities, and their wave numbers at 19 K. At Bpp ~ 4.5T,
the intensity I, becomes nearly half of the zero-field one.
The wave numbers K and L become incommensurate, as
shown by the violet and brown dashed lines. After this
commensurate-incommensurate (C-IC) transition, the second
and third harmonic components (I, and I3,) appear as well.
Then, above By =~ 6 T, the intensity approaches zero,
indicating the disappearance of the CDW. In Figs. 4(c) and
4(f), we display the satellite profiles, their intensities, and their
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FIG. 5. (a)-(d) AFM1 phase. (a, b) Schematic of the Gd f
moments (red arrows) and the Ni displacement (gray arrows). (c, d)
Up-spin density p; (green) and down-spin density p, (violet) of
the conduction electron. Here, the positions in panels (c) and (d)
correspond to those on the black dotted line labeled with (c¢) and (d)
in panels (a) and (b). (c, e, f) IM1 phase. Here, the positions in panels
(c) and (f) correspond to those on the black dotted line labeled with
(c) and (f) in panel (e), respectively.

wave numbers at 30 K. In the boundary (Bigr) between the ILF
and IHF phases, the C-IC transition occurs. In the IHF state,
the K components are incommensurate. The /, decreases and
remains a finite value.

Let us discuss the spin structure in the AFMI1 state. In
the isostructural compound TbNiC,, the neutron diffraction
shows the AF order of the f moments, whose period is 2a and
2b along the a and b axes, respectively [13,18]. This f spin
structure is created by the RKKY interaction determined by
the shape of the Fermi surface. The band calculation suggests
that the band structure in TbNiC, is similar to that in GANiC,
[16]. Thus, the Gd f spin is anticipated to have a spin structure
similar to that of TbNiC,. Four kinds of Gd spins are oriented in
the direction close to the ¢ axis in the AFM1 state, as suggested
by the Mossbauer experiment [17]. In Figs. 5(a) and 5(b), we
present possible models of the Gd f spin configuration. Here,
for the simplicity, the f moments (red arrows) are drawn so
that the f moments are parallel or antiparallel to the ¢ axis.

Taking into account the CDW structure suggested by Wolfel
et al. [19] and the J.; interaction with the f moments, we
propose up- and down-spin densities (o4 and p;) of the
conduction electron in the AFM1 phase, as shown in Figs. 5(c)
and 5(d). The charge density (Ocharge = 04 + py) is the sum
of the up-spin density p; and the down-spin density p;. As
shown in Fig. 5(d), the charge density oscillates in the ab
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plane of the Gd(1) and Gd(3) sites, whose plane is close to the
Ni(1) and Ni(3) atoms [Fig. 5(a)]. Since the charge densities
reach maxima (minima) near the middle of the Ni(1) [Ni(3)]
atoms, the Ni(1) and Ni(3) atoms are displaced [Fig. 5(b)], and
the CDW is formed in these Ni chains along the a axis. As
shown in Fig. 5(c), the charge density remains constant in the
ab plane of the Gd(2) and Gd(4) atoms, whose plane is close
to the Ni(2) and Ni(4) atoms [Fig. 5(a)]. The Ni(2) and Ni(4)
chains cannot contribute to the CDW, and these Ni atoms are
not displaced. Wolfel et al. suggested that frustration existed
between the CDWs in each Ni chain [19].

Through the J.; interaction, the AFM order of the f
moments is antiferromagnetically coupled to the oscillation
of the spin density (ospin = p4—p,) of the conduction electron
[Figs. 5(c) and 5(d)], which is given by the difference between
the up-spin density p; and the down-spin density p,. This
spin density oscillation (wave) is generated by the different
phase shift of the up- and down-spin density composing the
CDW, and the wave vector of this SDW agrees with that of the
CDW [20]. From a different point of view, the J.; interaction
induces a local spin Friedel oscillation with a wave number of
2k of the conduction electron around the f local moment, and
the Peierls instability is expected to amplify this spin density
oscillation to form the long-range SDW state [8]. As a result,
the SDW causes the AFM order of the f moments through the
J.r interaction.

In the IM1 phase, as discussed in Fig. 4(e), at 19K the
CDW disappears above By & 6 T. As displayed in Fig. 2(c),
the resistivity decreases by ~70 uQ cmat B =5~ 6T
(&Bmv1)- The resistivity is, roughly speaking, proportional to
the inverse of the DOS(EF). The resistivity in the IM1 phase
is higher by 2230 €2 cm than that in the FFM phase, in which
neither the CDW nor the SDW exist above Brpy ~ 8 T. This
difference in resistivity between the IM1 and the FFM phases
indicates the existence of a gap in the IM1 phase. One possible
origin of this gap might be the remnant SDW. As shown in
the inset of Fig. 2(a), the magnetization value in the IM1
phase is close to half of the full moment M,. This suggests
that three-quarters of the Gd f moments are parallel to the
magnetic-field direction (the ¢ axis), while a quarter of the Gd
moments are antiparallel to it. Figures 5(e) and 5(f) illustrate a
possible structure of the Gd f moments and the spin densities
in the IM1 phase. The f moment in Gd(1) is parallel to that in
Gd(3). This FM configuration suppresses both the CDW and
the SDW in the Gd(1)-Gd(3) plane through the J.; interaction.
In the Gd(2)-Gd(4) plane, as shown in Figs. 5(c) and 5(e), the
AFM order of the f moments and the SDW state remain.

In the IM2 phase, the incommensurate CDW exists, and
the K and L components have incommensurate values.
When the current is applied along the b axis, as shown
in the inset of Fig. 2(d), the resistivity in the IM2 phase
is higher than that in the AFMI1 and the AFM2 states.
This indicates that the nesting vector changes so that the
nesting conditions improve. The theoretical studies suggest
that the commensurate-incommensurate CDW transition can
take place in the magnetic fields through the Zeeman effect
[21,22]. The IHF phase is also stable in the magnetic field,
and the K component has an incommensurate value as well.
The phase boundary between the IM2 and AFM states is
smoothly linked to that between the ILF and IHF states, as
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indicated by the dashed curve in Fig. 3(a). The mechanism of
the incommensurate K value in the IHF phase may be similar
to that in the IM2 phase.

Figures 3(c) and 3(d) display the phase diagram in the
magnetic field parallel to the a axis and the b axis on the basis
of the magnetization anomalies, respectively. The spin flop is
observed only when the magnetic field is applied along the ¢
axis, which is the magnetic easy axis. The IM1 phase does not
exist in the magnetic field parallel to the a axis, as shown in
Fig. 3(c). Since the a axis is the magnetic hard axis, in the
magnetic field parallel to the a axis, it is impossible to form
the spin configuration such as the IM1 phase illustrated in
Fig. 5(e), in which one spin of four spins is oriented towards
the opposite direction with respect to the magnetic field. The
phase boundary between the IM2 and AFM states is smoothly
linked to that between the ILF and IHF states, as indicated by
the dashed curve in Figs. 3(c) and 3(d) as well.

IV. CONCLUSIONS

We observed a change of the CDW order parameter caused
by the magnetic transition of the f moments. The SDW is

PHYSICAL REVIEW B 95, 085103 (2017)

given by the phase shift of the spin density in the CDW and
is correlated with the f-moment order. In the higher fields,
the intensity of the CDW peak changes in the successive
transitions, and the commensurate-incommensurate CDW
transition takes place as well. The successive transitions are
explained in terms of the above correlation mechanism.
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