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The density matrix renormalization group (DMRG) is one of the most powerful numerical methods available
for many-body systems. It has been applied to solve many physical problems, including the calculation of ground
states and dynamical properties. In this work, we develop a perturbation theory of the DMRG (PT-DMRG) to
greatly increase its accuracy in an extremely simple and efficient way. Using the canonical matrix product state
(MPS) representation for the ground state of the considered system, a set of orthogonal basis functions {|ψi〉} is
introduced to describe the perturbations to the ground state obtained by the conventional DMRG. The Schmidt
numbers of the MPS that are beyond the bond dimension cutoff are used to define these perturbation terms.
The perturbed Hamiltonian is then defined as H̃ij = 〈ψi |Ĥ |ψj 〉; its ground state permits us to calculate physical
observables with a considerably improved accuracy compared to the original DMRG results. We benchmark the
second-order perturbation theory with the help of a one-dimensional Ising chain in a transverse field and the
Heisenberg chain, where the precision of the DMRG is shown to be improved O(10) times. Furthermore, for
moderate L the errors of the DMRG and PT-DMRG both scale linearly with L−1 (with L being the length of
the chain). The linear relation between the dimension cutoff of the DMRG and that of the PT-DMRG at the
same precision shows a considerable improvement in efficiency, especially for large dimension cutoffs. In the
thermodynamic limit we show that the errors of the PT-DMRG scale with

√
L−1. Our work suggests an effective

way to define the tangent space of the ground-state MPS, which may shed light on the properties beyond the ground
state. This second-order PT-DMRG can be readily generalized to higher orders, as well as applied to models in
higher dimensions.
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I. INTRODUCTION

In the last three decades, strongly correlated quantum
many-body systems have remained at the center of scientific
interest and define the most important challenges and open
questions [1–4]. For instance, understanding certain classes of
quantum many-body systems is necessary for understanding
the mechanism of high-Tc superconductivity (cf. [5,6]) or
topological phase transitions (cf. [7,8]) and spin liquids
(cf. [9]; for a recent experiment see [10]). These systems are
notoriously hard to study analytically or numerically. Exact
solutions are extremely rare for these kinds of systems. In
fact, the Bethe ansatz works well only for one-dimensional
systems (cf. [11–13]). In various mean-field theories, the
role of quantum fluctuations is usually underestimated. For
these reasons, novel efficient numerical approaches are greatly
desired. These new approaches naturally encounter great
challenges, because the dimension of the Hilbert space of
considered systems increases exponentially with the number
of particles. This limits significantly the applicability not only
of exact diagonalization methods [14], but even of quantum
Monte Carlo methods [15]; the latter can be applied to larger
systems, but they face the fatal negative-sign problem for
fermionic and frustrated systems.

One of the most important numeric tools developed in
the last decades is the method based on tensor networks
(TNs) [16,17]. It offers an efficient representation of quantum
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many-body states that coincides with their entanglement struc-
ture. It takes advantage of the fact that not all quantum states
in the Hilbert space of many-body systems with (in particular,
short-range) interactions are equally relevant for low-energy
and low-temperature physics. It has been found, namely,
that the low-lying eigenstates of gapped Hamiltonians with
local interactions obey the so-called area law of entanglement
entropy [18–25]. Specifically speaking, for a spatial subregion
R of the physical space where the system is defined, the
reduced density matrix is defined as ρ̂R = TrE (ρ̂), with E
denoting the spatial complement of the subregion R. The
entanglement entropy is defined as

S(ρ̂R) = −Tr{ρ̂Rlog(ρ̂R)}. (1)

Then the area law of entanglement entropy reads

S(ρ̂R) = O(|∂R|), (2)

with |∂R| the length of the boundary. In particular, for a D-
dimensional lattice, one has

S = O(LD−1), (3)

with L being the length scale. This means that for one-
dimensional (1D) systems, S = const. The area law suggests
that low-lying eigenstates stay in a “small corner” of the full
Hilbert space of the many-body system and that they can be
described by a much smaller number of parameters. This subset
of states can be well approximated by TN states.

The density matrix renormalization group (DMRG) [26,27]
is one of the most famous tensor network methods, based
on the so-called matrix product state (MPS), a 1D TN-state
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ansatz [16]. The DMRG algorithm was formulated by S. White
in 1992 for calculating ground-state properties of strongly
correlated 1D systems [28,29]. The original DMRG is a variant
of Wilson’s numeric renormalization group [30] with Hilbert
space decimations and reduced basis transformations. Instead
of truncating the eigenstates of the Hamiltonian according
to their energies, the selection is based on their weights in
the reduced density matrices, i.e., the entanglement. Such
a strategy improves the performance largely. It was then
realized by Östlund and Rammer that the block states in the
DMRG can be represented as the MPS [31]; they predicted
the properties of the entanglement spectrum, such as the
area law [22,23]. Verstraete et al. reinterpreted the DMRG
algorithm as a variational principle from the perspective of
quantum information theory [32].

The DMRG has extremely wide applications in strongly
correlated 1D systems, e.g., for simulating ground-state
properties of 1D spin [33] or Hubbard [3,34–38] chains.
Referring to the spin models, the DMRG accurately gives
the excitation gap of the S = 1 Heisenberg chain [39] or the
Haldane gap [40,41]. The DMRG also shows great efficiency
when applied to fermionic systems, such as the 1D Hubbard
model and t-J model [42], where logarithmic corrections
to the correlations were found, compared with the S = 1/2
Heisenberg chain. Moreover, the DMRG has been used to
study the topological order and quantum Hall effect [43,44].

The DMRG has also been extended to two-dimensional
(2D) models [45], and one of the most remarkable achieve-
ments of the DMRG is the demonstration of the quantum
spin-liquid behavior in frustrated 2D magnets that break no
symmetries even down to zero temperature [9]. By calculating
the topological entanglement entropy [46], strong evidence
of a spin-liquid ground state was found using the DMRG
for a Heisenberg antiferromagnet on a kagome lattice [47].
The DMRG has also been used to identify spin-liquid phases
stabilized by anisotropic next-to-next-neighbor and multispin
interactions [48–52]. But the 2D DMRG suffers from finite-
size effects, and thus definitive evidence of the existence of
isotropic spin models with short-range interactions [53–56],
whose ground states break no symmetries, is still missing.

The DMRG method was also developed for the study of
dynamic properties, such as dynamical structure functions
and frequency-dependent conductivities [57–60]. At the same
time, its finite-temperature extensions to 2D classical [61] and
1D quantum [62,63] systems demonstrate a good performance
and precision. It has even been utilized for the more demanding
study of non-Hermitian (pseudo-) Hamiltonians emerging in
the analysis of relaxation towards classical steady states in 1D
systems far from equilibrium [64–66].

In this paper we develop a perturbation theory of the
DMRG (PT-DMRG) that provides a remarkably efficient
way to improve the precision of the DMRG and defines a
tangent space [67] of the ground state, which is important for
extracting the information about the model. We define a set
of states forming an orthogonal basis {|ψi〉}, obtained from
the conventional DMRG. The perturbed Hamiltonian is then
defined as H̃ij = 〈ψi |Ĥ |ψj 〉. The ground state of H̃ permits
us to calculate physical observables with a considerably
improved accuracy compared to the original DMRG results.
The improvement in accuracy is due to the fact that the

PT-DMRG captures the ground state not only with one MPS
but with a superposition of multiple orthogonal MPSs. This
means that we can codify more entanglement. We test our
method on the quantum Ising model in a transverse field and
on the Heisenberg model. In particular, we show how the
error committed by the DMRG and PT-DMRG scales with
the bond dimension χ and the length of the chain L. Without
increasing the computation costs much, the error is reduced by
about O(10) times using the PT-DMRG. Other perturbation
schemes are explained in [68–70].

We would like to stress that the MPS represents states in a
subspace of the complete Hilbert space. The area law suggests
that low-lying eigenstates stay in a “small corner” of the full
Hilbert space of the many-body system and that they can be
described by a much smaller number of parameters. This subset
of states can be well approximated by TN states. In general,
for 1D systems the MPS is an optimal representation of all the
states that verify the area law. In this tiny corner the ground
states of local Hamiltonians live. Our claim is not to find
another representation of the ground state, but to find a better
approximation of the ground state than the standard DMRG, by
extending the variational ansatz to superpositions. This does
not mean that the MPS is suboptimal for the ground state,
but that the MPS found through a DMRG is approximated.
In fact the DMRG gives us the best approximated MPS that
represents a ground state, and not an exact ground state. The
error that we obtain is because we neglect the second largest
singular values that contribute to the entropy [see Eq. (10)]. To
recover this information we propose a new method. We define
a new basis in which we codify the entanglement, which was
lost in the normal DMRG. Using a superposition of the MPS
we define a new ansatz. Therefore, the ground state obtained
with the PT-DMRG captures more entanglement than the MPS
with the standard DMRG. This is the essential reason for the
better precision of our method. In other words, it gives a better
approximation of the ground state of strongly correlated many-
body systems by recovering the leading term of entanglement,
which is discarded in the standard truncations of the DMRG.

This paper is organized as follows: In Sec. II, we briefly
review the DMRG and present some discussion of its con-
vergence properties. In Secs. III and IV, we describe the
PT-DMRG and discuss its properties. In Sec. V, we discuss
the numerical results on the quantum transverse Ising model.
In Sec. V a summary and an outlook are presented.

II. DENSITY MATRIX RENORMALIZATION GROUP

Let us consider a 1D quantum system consisting of L sites.
Each lattice site has physical degrees of freedom denoted |σj 〉
in a local d-dimensional Hilbert space Hd = Cd . A pure state
can be generally written in a local basis as

|ψ〉 =
∑

σ1...σL

Cσ1...σL
|σ1 . . . σL〉, (4)

with Cσ1...σN
coefficients of the state. If the lattice has open

boundary conditions, Cσ1...σN
can be rewritten in an MPS using

a series of singular value decomposition (SVD) as

|ψ〉 =
∑

σ1...σL

M
σ1
1,a1

Mσ2
a1,a2

. . . M
σL

aL−1,1
|σ1 . . . σL〉, (5)
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FIG. 1. Graphical representation of the matrix product state
(MPS).

where Mσi
ai−1,ai

is a third-order tensor, i.e., a (χi−1 × χi) matrix
for each value of σi , with χi the bond dimension of the index
ai (Fig. 1). The state represented in Eq. (5) is called the matrix
product state. Instead of Mσi , we also write Aσi (Bσi ) for a left
(right) normalized MPS tensor:

∑
σi

Aσi†Aσi = I,
∑
σi

Bσi Bσi† = I. (6)

Similarly, a Hamiltonian operator can be written as a matrix
product operator (MPO) [71–73], i.e.,

Ĥ = Ŵ
[1]
1,b1

Ŵ
[2]
b1,b2

. . . Ŵ
[L]
bL−1,1

, (7)

where Ŵ [l] = ∑
σlσ

′
l
Wσlσ

′
l |σl〉〈σ ′

l | is defined in a local Hilbert
space (Fig. 2) and χW is the bond dimension of the index bi .

In order to find the ground state of a many-body system
one solves a standard variational problem using the matrix
elements of the MPS as variational parameters. Ideally, the
minimization should be done simultaneously over all the
coefficients of all tensors. However, this is quite difficult
and inefficient to implement. Following the original proce-
dure [28,29], the strategy of the DMRG that we use here is
to minimize two tensors each time while keeping the others
fixed. Then we move to another pair of tensors and repeat the
procedure until convergence.

Furthermore, we define L0 = 1 and Li = Li−1A
†
i WiAi

with summation over all possible indices. Similarly, the right
environment RL+1 = 1 is defined by Ri = B

†
i WiBiRi+1. With

these contractions it is possible to write

〈ψ |Ĥ |ψ〉 = Li−1D
†
i,i+1WiWi+1Di,i+1Ri+2 (8)

for any i ∈ [0,L], where Dσi,σi+1 = ∑
Mσi Mσi+1 . Therefore

the optimization of the variational parameters of the MPS is
implemented as a local update step. The local update step
amounts to the solution of a generalized eigenvalue problem,

HeffD − λD = 0, (9)

where Heff = Li−1WiWi+1Ri+1 is the effective Hamiltonian.
(The technical details are explained in the Appendix.) The
updated MPS is obtained from the sSVD of the generalized

FIG. 2. Matrix product operator representation of Ĥ . At each site

a four-rank tensor Ŵ
σlσ

′
l

al−1al is defined.

eigenvector D:

D
σiσi+1
αβ =

∑
ρ

Uσiα,ρSρVρ,σi+1β. (10)

Take only the χ largest singular vectors in U as the new tensor
Aσi

ai−1ρ
, i.e., Aσi

ai−1ρ
= Uσiai−1,ρ when sweeping from left to right,

and take the χ largest singular vectors in V as the new tensor
A

σi+1
ρ,ai+1 when sweeping from right to left. In this way, the left

and right orthogonal conditions of the MPS are automatically
fulfilled.

Specifically speaking, a left-to-right (or right-to-left) sweep
consists of the following steps:

(i) Start with a random initial MPS and transform it in the
right orthogonal form or, alternatively, start from a ground
state found with the iDMRG.

(ii) Optimize the tensor Dσiσi+1 : construct the environment
L and R and solve the standard eigenvalue problem, (9).

(iii) Carry out an SVD of Dσiσi+1 and update the tensor Aσi .
(iv) Repeat the same operations for every site until reach-

ing the preset convergence:

〈ψ |Ĥ 2|ψ〉 − (〈ψ |Ĥ |ψ〉)2 → 0. (11)

To analyze the computational cost we have to take special care
to ensure optimal ordering of multiplications when dealing
with each eigensolver given by (9). The problem is to contract
Li−1WiWi+1Ri+2D

σiσi+1 , with Li−1 Ri+2 ∈ (χ,χW ,χ ), Wl ∈
(d,χW ,dχW ), and Dσiσi+1 ∈ (χ,d,χ ). The optimal ordering
should be (((Li−1D

σiσi+1 )WiWi+1)Ri+1, and in the way, one
has to

(a) Contract Li−1 and Dσiσi+1 over the left MPS bond at a
cost O(χ3 · χW · d2).

(b) Multiply by WiWi+1 over the physical bond of Dσiσi+1

at a cost O(χ2 · χ2
W · d4).

(c) Contract with Ri+2 over the right MPO and MPS bond
at a cost O(χ3 · d2 · χW ).

The total cost of this procedure to apply Ĥ to |ψ〉 is O(χ3 ·
χW · d2 + χ2 · χ2

W · d4 + χ3 · d2 · χW ).

III. SUBSPACE EXPANSION

In the following, we develop a second-order perturbation
theory for the DMRG. Note that from the orthogonality the
contribution of the first-order term is 0. This optimization
permits the recovery of some of the lost information, due to
the truncation in the SVD of Dσiσi+1 , and reaching a better
approximation of the ground state. In the last section, we have
shown how the DMRG works and where its error comes from.
To reduce the error, we define a new orthogonal basis {|ψi〉},
whose elements have the MPS form. We put an impurity bond
in each {|ψi〉} so that it is orthogonal to the ground state
obtained by the DMRG. To define this impurity bond [e.g.,
between the ith and the (i + 1)th sites], we consider the SVD
of Dσiσi+1 and the tensor Ãσi as the second χ largest singular
vectors. Thus, Ãσi is orthogonal to the tensor Aσi in the original
MPS.

By introducing one impurity in different bonds of |ψ0〉, we
can define a new basis {|ψi〉}. Since both are in orthogonal
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FIG. 3. Graphical representation of the overlap 〈ψi |ψj 〉 repre-
sented in Eq. (12).

form, one has

〈ψi |ψj 〉 =
∑

ai+1a
′
i+1aj−1a

′
j−1

Aσi

ai−1,ai
Ã

σi†
ai−1,a

′
i
Aσi+1

ai ,ai+1
Ã

σi+1†
a′

i ,a
′
i+1

×M
j−i+1
ai+1a

′
i+1,aj−1a

′
j−1

Ã
σj

aj−1,aj
A

σj †
a′

j−1,a
′
j
Ã

σj+1
′
j ,aj+1

A
σj+1†
a′

j ,aj+1
,

(12)

where M is the transfer matrix of the overlap 〈ψi |ψj 〉 (see
Fig. 3). Thus, |ψi〉 and |ψj 〉 are orthogonal to each other for
i �= j .

Now one can define the perturbed Hamiltonian Ĥ with
{|ψi〉} (i = 0,1, . . . ). Note that |ψ0〉 is the ground state with
the original DMRG. The matrix elements of Ĥ are defined as

Hij = 〈ψi |Ĥ|ψj 〉 (13)

and form the matrix H. The ground-state energy is calculated
as

Ẽ0 = 〈ψ̃0|Ĥ|ψ̃0〉
〈ψ̃0|ψ̃0〉

, (14)

where |ψ̃0〉 is defined as the combination of {|ψi〉},
|ψ̃0〉 =

∑
j


j |ψj 〉, (15)

where 
j are the coordinates of the dominant eigenvector of
Ĥ. By using the basis {|ψi〉}, the perturbed ground-state energy
is simply obtained as

Ẽ0 =
∑
ij



†
jHij
j . (16)

IV. PERTURBATION THEORY DMRG

Now we explain how to implement the PT-DMRG in practice.
Using the notation introduced above, the steps mostly follow
the standard DMRG. In the outermost loop, the update sweeps
over the system from left to right and right to left until the
preset convergence is reached. The inner loop sweeps over the
system, iterating over and updating the tensors at each site
sequentially. Each local update during a left-to-right sweep
consists of the following steps:

(i) Perform the standard DMRG to obtain the ground state
MPS |ψ0〉 (which is assumed in the right-orthogonal form).

(ii) From left to right, calculate Dσiσi+1 and perform an
SVD for each i; keep the second χ largest left and right singular
vectors as Ãσi and Ãσi+1 , respectively.

(iii) Construct the orthogonal basis {|ψi〉} by introducing
an impurity Ãσi in different bonds.

(iv) Construct the perturbed Hamiltonian Ĥ according to
Eq. (13) and calculate its dominant eigenvector 
.

(v) Calculate the perturbed ground state of the system as

|ψ̃0〉 =
N∑

i=1


i |ψi〉. (17)

As regards the computational cost, the additional cost
compared with the DMRG arises from the construction of
H defined in Eq. (13) and its diagonalization. The cost of
〈ψi |Ĥ |ψj 〉 is O(χ3dχW ), therefore the construction of H
costs O(Nχ3dχW ), where N is the number of elements
of the perturbed basis. The diagonalization of H costs
O(N3). Therefore the full cost for the perturbation theory is
O(Nχ3dχW ) + O(χ2) + O(N3). Note that the diagonal and
first row/column of H can be obtained easily during the final
DMRG sweep itself, which makes it much computationally
cheaper. The additional computational memory one needs to
store the perturbations equals O(d2χ2N ) + O(N ).

FIG. 4. Error ε of the 1D Ising model on a 32,44,64 chain with
open boundary conditions as a function of h. The error of the PT-
DMRG method with bond dimension χ = 4 is more than O(10)
times smaller compared with the error of the standard DMRG.
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V. NUMERICAL RESULTS

A. Quantum transverse Ising model

To illustrate our method we study the 1D spin-half quantum
Ising model in a transverse field, especially near the quantum
phase transition. The Hamiltonian reads

Ĥ = −J

L∑
i=1

σ̂ x
i σ̂ x

i+1 + h

L∑
i=1

σ̂ z
i . (18)

In the infinite case, a quantum phase transition occurs at h/J =
1. The system for h/J > 1.0 is in a paramagnetic phase with
an order parameter 〈Sz〉 �= 0 and in a ferromagnetic phase for
h/J < 1.0 with an order parameter 〈Sx〉 �= 0. At the critical
point, both order parameters go to 0. We set J = 1 as the
energy scale.

FIG. 5. Error ε of the 1D Ising model as a function of the length
in the quantum phase transition h = 1.0, for different values of χ : 2,
4, and 8. We show that the error for the PT-DMRG is much smaller.
The PT-DMRG gives a systematic improvement in accuracy.

In the numerical simulations, we considered a finite-size
system with open boundary conditions with the length L =
16–128. To benchmark the PT-DMRG, we compute the
ground-state energies of the DMRG and PT-DMRG with
the same bond dimension χ and compare them with the
(quasiexact) results from the DMRG with sufficiently large
χ , i.e., χ = 100–400 (note that χ for quasiexact calculations
changes according to the length of the chain, in other words,
the entanglement). The error is defined as

ε = E0 − 〈ψ |Ĥ |ψ〉
E0

, (19)

with E0 the energy from the quasiexact DMRG.
Figure 4 shows the error with L = 32, 44, and 64 versus the

magnetic field h. We compare the results of the conventional
DMRG and PT-DMRG for χ = 2, 4, and 8. Near the phase
transition, the error of the PT-DMRG is more than O(10) times
smaller compared with the error of the conventional DMRG
with the same χ . Our simulations suggest that through the
PT-DMRG, we are able to retrieve the leading term of the lost
information with the truncations in the SVD. Therefore, the
ground state with the PT-DMRG captures more entanglement
than the MPS with the standard DMRG, which is the essential
reason for the better precision of our method, especially near
the critical point.

In Fig. 5, we show the error against L−1 for h = 1 (critical
point). The results show that the error increases linearly with
L−1 for both the DMRG and the PT-DMRG, indicating a
systematic improvement in the accuracy for moderate values
of L. For the thermodynamic limit the error of the PT-DMRG
scales as

√
L−1, for reasons explained below.

In Fig. 6, we show the error against χ for h = 1 (phase
transition) and for L = 64. The results show that the error
decreases with the bond dimension χ for the DMRG and
PT-DMRG. The error of the PT-DMRG decreases more rapidly
than that of the standard DMRG. This shows a considerable
improvement in the accuracy for any value of the bond
dimension χ near the phase transition. This is due to the fact

FIG. 6. Error ε of the 1D Ising model versus χ in the quantum
phase transition h = 1.0 for L = 64. We show how the error of the
PT-DMRG decreases more rapidly than the error of the standard
DMRG.
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FIG. 7. The plot is the fit between χ (DMRG) and χ (PT) of the 1D
Ising model in the quantum phase transition h = 1.0 for L = 64. We
show how the PT-DMRG requires a smaller bond dimension χ than
the DMRG.

that the PT-DMRG uses a new ansatz to capture the ground
state.

To see more clearly the improvement in the efficiency of
the PT-DMRG, we study the correspondence between the bond
dimension cutoff χ (DMRG) of the standard DMRG and that of
the PT-DMRG χ (PT). As shown in Fig. 7, each pair of χ (DMRG)

and χ (PT) given by the data points has approximately the same
precision. In detail, to determine χ (DMRG) for a given χ (PT), we
first find two χ ’s with the DMRG, where the precision of one
χ is higher than the precision of the PT-DMRG with χ (PT),
and the other is lower. Then we do a fit to find χ (DMRG), which
is a fraction between these two χ ’s.

We choose h = 1 and L = 64. The results show that with
each χ (PT) in the PT-DMRG, we need a larger bond dimension
cutoff (i.e., to keep more states) in the DMRG to reach the
same precision. We also find a linear relation between χ (PT)

and χ (DMRG):

χ (DMRG) = 1.19χ (PT) + 1.16. (20)

FIG. 8. Error ε of the 1D Heisenberg model versus χ for h = 0.0
and L = 64. We show how the error of the PT-DMRG decrease more
rapidly than the error of the standard DMRG.

FIG. 9. The plot is the fit between χ (DMRG) and χ (PT) of the 1D
Heisenberg model in the quantum phase transition h = 0.0 for L =
64. We show how the PT-DMRG requires a smaller bond dimension
χ than the DMRG.

Since the computational cost an MPS takes scales as ∼ χ2 (2
is the number of the virtual bond in each local tensor of the
MPS), such a linear relation suggests that the larger the χ one
uses, the more computational resources one can save by using
the PT-DMRG.

B. Heisenberg model

We study also the 1D spin-1/2 quantum Heisenberg model,
where the Hamiltonian reads

Ĥ = −J

L∑
i=1

(
σ̂ x

i σ̂ x
i+1 + σ̂

y

i σ̂
y

i+1 + σ̂ z
i σ̂ z

i+1

)
. (21)

We take J = 1 as the energy scale.
In Fig. 8, we show the error against χ for L = 64. The

results show that the error decreases with the bond dimension
χ for the DMRG and PT-DMRG. Amazingly, the error
of the PT-DMRG decreases more rapidly than that of the
standard DMRG. This shows a considerable improvement in
the accuracy for any value of the bond dimension χ .

In Fig. 9, we show the fit of χ (DMRG) against χ (PT) for
L = 64. Again, a linear relation is found between χ (PT) and
χ (DMRG):

χ (DMRG) = 1.32χ (PT) + 0.23. (22)

Especially, the slope is larger than that in the quantum Ising
model, which implies a more significant improvement in
efficiency when calculating the Heisenberg chain with a large
bond dimension cutoff.

VI. THERMODYNAMIC LIMIT

In the following, we explore a second-order perturbation
theory for the DRMG in the thermodynamic limit. In the
previous section we showed that the error scaling of the PT-
DMRG is linear in L−1 for moderate L. Now if L approaches
infinity we have that the scaling law is 1/

√
L.

We focus on the results in Fig. 5 first. If we extend the results
to larger L, we can see a change in behavior for the large-L
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limit; the error in the energy per site becomes exactly equal
to that of the conventional DMRG. We can understand this by
looking at how the PT-DMRG approaches the thermodynamic
limit. The off-diagonal matrix elements of the effective
Hamiltonian Hij for |i − j | > 1 decay exponentially quickly,
so it really only needs a few of them. For the Ising modelHi,i+2

is already O(10−6), so this gives no improvement over the old
style of calculating just the diagonal part and the overlap with
the ground state. In the large-L limit, the effective Hamiltonian
Hij can be well approximated by

H =

⎡
⎢⎢⎢⎢⎣

a b b b b · · ·
b c 0 0 0 · · ·
b 0 c 0 0 · · ·
b 0 0 c 0 · · ·
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎦, (23)

where the nonzero elements are a = 〈ψ0|Ĥ |ψ0〉 at the top left
(the energy of the original ground state), a series of L entries
along the top row and left column which is b = 〈ψi |Ĥ |ψ0〉
(assumed independent of i in the large L limit), and the
diagonal entries c = 〈ψi |H |ψi〉 independent of i in the large-L
limit. a and c are extensive in the system size, but c has a
constant offset because of the local perturbation. So we can
set

a = E0 × L, c = E0 × L + q, (24)

where q is the energy of the perturbation. It is possible to
determine the perturbed ground-state energy as a function of
L, which is

E =
(

E0 × L + q

2

)
− �, (25)

where

�2 = q2

4
+ b2L. (26)

FIG. 10. Error ε of the 1D Ising model as a function of the length
in the quantum phase transition h = 1.0, for χ = 8. We show that the
error of the PT-DMRG in the large-L limit does not give a systematic
improvement in accuracy.

So now we can see the origin of the 1/
√

(L) behavior. For
large L the energy per site scales as

E

L
= E0 − |b|√

L
+ O(1/L). (27)

But in order to see the square root behavior b2L 
 q2/4,
which, for the Ising model, requires L > 650 (see Fig. 10).
The plot in Fig. 10 is basically linearizing a square root in a
region well away from the asymptotic large-L behavior.

VII. SUMMARY AND OUTLOOK

A simple and efficient numeric approach called the PT-
DMRG is proposed to greatly improve the accuracy of the
conventional DMRG. It gives a better approximation of
the ground state of strongly correlated many-body systems
by recovering the leading term of entanglement, which is
discarded in the truncations of the DMRG. Using the MPS
representation, we introduce a set of orthogonal bases to define
the perturbed Hamiltonian, whose ground state possesses a
better precision than the traditional DMRG. In other words,
we use the Schmidt numbers that are beyond the dimension
cutoff to define the perturbation terms. Using the second-order
PT-DMRG, our numerical results obtained for the 1D quantum
Ising model and Heisenberg model show a better accuracy
reached by our PT-DMRG, where the precision of the DMRG
is shown to be improved significantly [around O(10) times].
As argued above, this is essentially caused by the fact that the
PT-DMRG is able to capture more entanglement than the MPS
from the standard DMRG.

Our PT-DMRG provides a fundamental scheme that can be
directly used for the 2D DMRG algorithm. Such perturbation
theory based on the MPS can be generalized to other MPSs or
even tensor network algorithms, such as time-evolved block
decimation. The generalization to higher-order perturbation
theories is to be explored in the future.

Finally, the perturbation theories can provide a fundamental
scheme for study of the power-law correlation. For example,
in the Multi-scale Entanglement Renormalization Ansats the
isometries can be used to define perturbed terms. The kernel
space of each original isometry provides the tangent space in
a natural way. So the perturbation idea may be useful in any
state ansatz that gives a renormalization flow.
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APPENDIX: TWO-SITE DRMG: TECHNICAL DETAILS

In Sec. II we have briefly introduced the DMRG. Here we
show the details of the DMRG algorithm. In order to obtain the
ground state |ψ0〉, one needs to find the MPS that minimizes
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the following equation:

E = 〈ψ |Ĥ |ψ〉
〈ψ |ψ〉 . (A1)

The most efficient way of doing this is to use a variational
approach by minimizing E over the MPS family:

min
|ψ〉∈MPS

{〈ψ |Ĥ |ψ〉 − λ〈ψ |ψ〉}. (A2)

To proceed with the minimization, we introduce two vectors:

|al〉A =
∑
σ1...σl

(Aσ1 . . . Aσl )1,al
|σ1 . . . σl〉, (A3)

|al〉B =
∑

σl+1...σL

(Bσl+1 . . . BσL )al ,1|σl+1 . . . σL〉, (A4)

where the tensors Aσi and Bσi verified Eq. (6). Then state |ψ〉
can be written as

|ψ〉 =
∑

σlσl+1al−1al+1

Dσlσl+1
al−1,al+1

|al−1〉A|σlσl+1〉|al+1〉B. (A5)

Then the minimization is written as

min
|ψ〉∈MPS

{〈ψ |Ĥ |ψ〉 − λ〈ψ |ψ〉}

→ min
D

{D†ĤeffD − λD†N̂D}. (A6)

Ĥeff and N̂ correspond to 〈ψ |Ĥ |ψ〉 and 〈ψ |ψ〉 without D

and D†, respectively. The term −λ〈ψ |ψ〉 is introduced to
make all eigenvalues negative, so that the MPS is generated
to converge to the ground state. By considering D as a vector,
the minimization becomes

∂

∂D† {D†ĤeffD − λD†N̂D} = 0. (A7)

Let us first consider the overlap 〈ψ |ψ〉. As shown in Fig. 11,
we use Eq. (A5),

〈ψ |ψ〉 =
∑
σlσl+1

∑
al−1a

′
l−1

∑
al+1a

′
l+1

T A
al−1a

′
l−1

Dσlσl+1
al−1,al+1

·Dσlσl+1

a′
l−1,a

′
l+1

†
T B

al+1a
′
l+1

, (A8)

where T A
al−1,a

′
l−1

and T B
al+1,a

′
l+1

are

T A
al−1,a

′
l−1

=
∑

σ1...σl−1

(Aσl−1 † . . . Aσ1 †Aσ1 . . . Aσl−1 )al−1,a
′
l−1

, (A9)

T B
al+1,a

′
l+1

=
∑

σl+2...σL

(Bσl+2 . . . BσLBσL † . . . Bσl+2 †)al+1,a
′
l+1

.

(A10)

FIG. 11. Graphical representation of 〈ψ |ψ〉 through the two-rank
tensors T A and T B .

FIG. 12. Graphical representation of the matrices T A and T B that
contain the contraction.

The tensor T̂ A (T̂ B) contains all the contraction of tensors
of the MPS from site 1 to site l − 1 (site l + 2 to site L) (see
Fig. 12). If the bases from site 1 to site l − 1 are left-orthogonal
and the basis from site l + 1 to site N are right-orthogonal, we
simply have

T A
al−1,a

′
l−1

= δal−1,a
′
l−1

, T B
al+1,a

′
l+1

= δal+1,a
′
l+1

. (A11)

We show below that such left- and right-orthogonal conditions
are automatically fulfilled in the DMRG.

〈ψ |Ĥ |ψ〉 is described in the tensor network in Fig. 13 that
contains the contraction between two MPSs and the MPO.
Therefore, one has

〈ψ |Ĥ |ψ〉 =
∑

σlσl+1al−1al+1

∑
σ ′

l σ
′
l+1a

′
l−1a

′
l+1

Dσlσl+1
al−1al+1

†
D

σ ′
l σ

′
l+1

a′
l−1al+1

·〈al−1σlσl+1al+1|Ĥ |a′
l−1σ

′
l σ

′
l+1a

′
l+1〉. (A12)

Let us now look at the matrix elements 〈al−1σl

σl+1al+1|Ĥ |a′
l−1σ

′
l σ

′
l+1a

′
l+1〉 using the MPO representation of

Hamiltonian H :

〈al−1σlσl+1al+1|Ĥ |a′
l−1σ

′
l σ

′
l+1a

′
l+1〉

=
∑
σσ ′

Wσ1σ
′
1 . . . WσLσ ′

L · 〈al−1σlσl+1al+1|σ1 . . . σL〉

× 〈σ ′
1 . . . σ ′

L|a′
l−1σ

′
l σ

′
l+1a

′
l+1〉. (A13)

Using Eqs. (A3) and (A4), we can evaluate the scalar
product in the previous equation:

〈al−1σlσl+1al+1|σ ′
1 · · · σ ′

L〉
= (Aσ1 † · · · Aσl−1 †)1,al−1 · (Bσl+2 † · · · BσL †)al+1,1, (A14)

Left Environment Right Environment

FIG. 13. Tensor network represented the quantity 〈ψ |Ĥ |ψ〉.
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FIG. 14. Graphical representation of the environment left L and
right R, where L contains the contracted left part, while R contains
the contracted right part of the network.

〈σ ′
1 · · · σ ′

L|α′σ ′
l σ

′
l+1β

′〉
= (Aσ ′

1 · · · Aσ ′
l−1 )1,a′

l−1
· (Bσ ′

l+2 · · ·Bσ ′
L )a′

l+1,1. (A15)

Define the tensors L and R that contain the contracted left
and right halves as (see Fig. 14)

L
al−1,a

′
l−1

bl−1
=

⎧⎨
⎩

∑
σ1σ

′
1

A
σ1
1,a1

†
W

σ1σ
′
1

1,b1
A

σ ′
1

1,a′
1

⎫⎬
⎭

. . .

⎧⎨
⎩

∑
σl−1σ

′
l−1

Aσl−1
al−2,al−1

†
W

σl−1σ
′
l−1

bl−2,bl−1
A

σ ′
l−1

a′
l−2,a

′
l−1

⎫⎬
⎭, (A16)

R
al+1,a

′
l+1

bl+1
=

⎧⎨
⎩

∑
σl+2σ

′
l+2

Bσl+2
al+1,al+2

†
W

σl+2σ
′
l+2

bl+1,bl+2
B

σ ′
l+2

a′
l+1,a

′
l+2

⎫⎬
⎭

. . .

⎧⎨
⎩

∑
σLσ ′

L

B
σL

aL−1,1
†
W

σLσ ′
L

bL−1,1
B

σ ′
L

a′
L−1,1

⎫⎬
⎭. (A17)

FIG. 15. Graphical representation of the effective Hamiltonian
Heff defined in Eq. (A21).

Through Eqs. (A16) and (A17), we obtain

〈al−1σlσl+1al+1|Ĥ |a′
l−1σ

′
l σ

′
l+1a

′
l+1〉

=
∑

bl−1blbl+1

L
al−1,a

′
l−1

bl−1
W

σlσ
′
l

bl−1bl
W

σl+1σ
′
l+1

blbl+1
R

al+1,a
′
l+1

bl+1
. (A18)

Now we can immediately write 〈ψ |Ĥ |ψ〉 as

〈ψ |Ĥ |ψ〉 =
∑

al−1a
′
l−1

∑
al+1a

′
l+1

∑
σlσ

′
l

∑
σl+1σ

′
l+1

Dσlσl+1
al−1al+1

†
D

σlσl+1

a′
l−1a

′
l+1

·Lal−1,a
′
l−1

bl−1
W

σlσ
′
l

bl−1bl
W

σl+1σ
′
l+1

blbl+1
R

al+1,a
′
l+1

bl+1
(A19)

and rewrite Eq. (A7) as⎛
⎝ ∑

a′
l−1a

′
l+1

∑
σlσ

′
l

∑
σl+1σ

′
l+1

L
al−1,a

′
l−1

bl−1
W

σlσ
′
l

bl−1bl
W

σl+1σ
′
l+1

blbl+1
R

al+1,a
′
l+1

al+1

− λ
∑

a′
l−1a

′
l+1

T A
al−1,a

′
l−1

T B
al+1,a

′
l+1

⎞
⎠D

σlσl+1

a′
l−1a

′
l+1

= 0. (A20)

The matrices Heff (see Fig. 15) and N simply are

Heff =
∑

bl−1blbl+1

L
al−1,a

′
l−1

bl−1
W

σlσ
′
l

bl−1bl
W

σl+1σ
′
l+1

blbl+1
R

al+1a
′
l+1

bl+1
, (A21)

N = T A
al−1,a

′
l−1

T B
al+1,a

′
l+1

. (A22)

Using the expressions above, we find the minimization defined
in Eq. (9).
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