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Electronic transport in disordered MoS; nanoribbons
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We study the electronic structure and transport properties of zigzag and armchair monolayer molybdenum
disulfide nanoribbons using an 11-band tight-binding model that accurately reproduces the material’s bulk band
structure near the band gap. We study the electronic properties of pristine zigzag and armchair nanoribbons,
paying particular attention to the edges states that appear within the MoS, bulk gap. By analyzing both their
orbital composition and their local density of states, we find that in zigzag-terminated nanoribbons these states
can be localized at a single edge for certain energies independent of the nanoribbon width. We also study the
effects of disorder in these systems using the recursive Green’s function technique. We show that for the zigzag
nanoribbons, the conductance due to the edge states is strongly suppressed by short-range disorder such as
vacancies. In contrast, the local density of states still shows edge localization. We also show that long-range
disorder has a small effect on the transport properties of nanoribbons within the bulk gap energy window.
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I. INTRODUCTION

The wide interest in graphene has triggered an intense
investigation of the electronic and mechanical properties
of other two-dimensional materials [1-3]. Among them,
transition metal dichalcogenides (TMDs), and particularly
molybdenum disulfide (MoS,), are of great appeal due to their
finite band gap, which could be explored for optoelectronic
applications [1]. Understanding the reasons behind the poor
mobility of the present-day state-of-the-art TMD samples is a
subject of intense theoretical and experimental debate [4—10]
and a challenge for future practical uses of these materials in
devices.

Impressive advances in sample production have been
reported. Molybdenum disulfide nanowires and nanoribbons
with subnanometer width have been recently synthesized, with
good quality edges, mostly zigzag terminated [11-15]. While
great progress has been made on the experimental side, the
theoretical understanding of the properties of these systems
is still very limited. The theoretical literature consists mainly
of density functional theory (DFT) studies [13,16-27] that
address only the electronic structure of pristine and narrow
TMD nanoribbons.

As in graphene, the presence of edges dramatically modifies
the low-energy spectrum of TMDs. DFT studies of MoS; find
very distinct features in the band structure of nanoribbons as
compared with the bulk: MoS;, nanoribbons can be metallic
depending on the orientation of the edges. Zigzag nanoribbons
typically show ferromagnetic and metallic behavior, irrespec-
tive of their width, thickness, and passivation [13,16-19]. By
increasing the nanoribbon width, it was found that the metallic
edge state bands are preserved, remaining as gap states (inside
the bulk gap) but ferromagnetism is rapidly suppressed [16].
In contrast, Refs. [20] and [21] predict a semiconductor (n- or
p-type) or half-metallic behavior depending on the nanoribbon
zigzag edge saturation. Most studies [13,16,18,20,22-24] find
that armchair nanoribbons are nonmagnetic and semiconduct-
ing. To the best of our knowledge, the only exception is
Ref. [17], which reports metallic armchair nanoribbons with a
magnetic moment depending on the passivation condition.
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Although insightful, these results cannot be directly used
to model realistic TMD nanoribbons. The computational cost
of DFT does not allow one to address nanoribbons with
realistic sizes or disorder, a ubiquitous feature in systems
synthesized these days. To account for these limitations, one
needs a computationally more efficient model that accurately
describes the MoS, low-energy bands and that is suitable for a
disorder modeling at the atomistic scale. To study disorder
effects in TMD nanoribbons, in this paper we consider a
tight-binding model. Due to its single-particle nature, the
tight-binding Hamiltonian does not describe the magnetic
features of the nanoribbon edge states. On the other hand,
we recall that the edge magnetization similar to TMDs has
been extensively theoretically studied in pristine graphene
nanoribbons [28,29]. The effect remains elusive to experiments
and has been observed only indirectly [30], possibly because
edge disorder quenches magnetic properties [31].

One of the most used tight-binding implementations for
MoS; [27] uses only the d orbitals of Mo. Hence, sulfur
vacancies, one of the most important sources of disorder,
cannot be described by this model. A recent paper [32] uses
an 11-band model to study the electronic band structure of
ribbons with about 30 nm of width. Reference [32] finds that
nanoribbons with zigzag edges are metallic, with edge states
that close the bulk gap energy region, while nanoribbons with
armchair edges are semiconductors. This is in line with recent
scanning tunneling microscopy (STM) spectroscopy results
[15,33] that report the occurrence of a metallic phase within
the bulk gap at the (zigzag) edges of a MoS, monolayer on
graphite. Similar results have been also reported for MoS,
on epitaxial graphene [34]. These experimental observations
suggest that the metallic edge modes are robust to disorder.

In this paper we use the tight-binding model put forward
in Ref. [35] to systematically study the electronic properties
of monolayer MoS; nanoribbons. Our calculations reproduce
qualitatively the band structure of narrow nanoribbons ob-
tained by DFT. We show the necessity of considering the full
Hamiltonian, with even and odd parities with respect to z-axis
reflection, for an accurate description of nanoribbon electronic
states within the bulk gap energy window. By doing so, we
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FIG. 1. Transverse unit cells of zigzag (a) and armchair (b) MoS,
ribbons. The arrows indicate the lattice parameters az and a4. The
red dashed boxes mark zigzag lines (a) or armchair dimers (b) with its
respective value n indicated to the left. Dark (light) circles represent
Mo (S) atoms. Note that in the zigzag nanoribbon one edge is S
terminated while the opposite one is Mo terminated.

observe the appearance of an odd-parity band close to the
Fermi level for both kinds of edge terminations. In the zigzag
case, we analyze the edge nature of states inside the bulk gap.
Interestingly, we find that the metallic bands correspond to
states localized at a single edge independent of nanoribbon
width and disorder.

We also study the conductance and local density of states
(LDOS) of both pristine and disordered MoS, zigzag and
pristine armchair nanoribbons using the recursive Green’s
function method. We focus our attention on the effect of
short- and long-range disorder on the conductance of zigzag
nanoribbons. The results are interpreted in terms of topological
invariants and their robust protection against disorder. We find
that even a modest concentration of vacancies close to the
edges can cause a large transmission suppression, particularly
within the bulk gap energy window. In contrast, long-range
scattering does not have a significant effect on the conductance.

The paper is organized as follows. In Sec. II we present
the theoretical model and the band-structure calculations
for pristine MoS; nanoribbons with zigzag and armchair
edges. In Sec. III we discuss the electronic transport in
clean and disordered nanoribbons with Fermi energy in the
vicinity of the bulk gap. First, in Sec. Il A we analyze the
conductance of pristine zigzag and armchair nanoribbons,
supplemented by a discussion of the LDOS of the zigzag
case. Second, in Sec. III B we study the effect of both short-
and long-range disorder in the transmission and the LDOS
of zigzag nanoribbons. Finally, we draw some conclusions in
Sec. IV.

II. BAND STRUCTURE OF PRISTINE NANORIBBONS

In this section we present the band-structure calculations
for MoS, nanoribbons for both armchair and zigzag edges
using the tight-binding model introduced in Ref. [35].

Figure 1 shows the different kinds of MoS, nanoribbon
unit cells considered in this paper and serves a guide for the
notation. We consider zigzag (Z — MoS, — NR) and armchair
MoS, nanoribbons (A — MoS, — NR) with translational in-
variance along the “horizontal” direction and a finite width
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along its “vertical” direction. Figure 1 shows the ribbons
from a top view, where two sulfur (S), one above and one
below the plane containing the molybdenum (Mo) atoms, sit
on top of each other. For notation convenience, we identify
ribbons with different widths as N —Z — MoS, — NR and
N — A — MoS; — NR, where the integer N corresponds to the
number of zigzag lines and the number of armchair dimers,
respectively, indicated by the dashed rectangles [36]. Each Mo
(S) atom contains five (three) orbitals corresponding, in the
limit N >> 1, to a bulk MoS, unit cell with three atoms (one
Mo and two S) with a total of 11 orbitals [35]. Since both
zigzag lines and armchair dimers have one Mo and two S
atoms, the total number of orbitals in any ribbon is 11N. We
define the zigzag and armchair lattice parameters as az = a
anday = J3a, respectively, where a = 3.16 A is the Mo-Mo
distance.

As discussed in Ref. [35], the full model Hamiltonian for
the MoS, monolayer can be decoupled into odd and even
symmetry parts with respect to the Mo plane (z symmetry).
For a MoS; monolayer, the orbital compositions of the valence
band and the conduction band are mostly even [32,35]. In
Ref. [32], the authors take advantage of this fact and compute
the band structure of MoS, nanoribbons using only the even
part of the Hamiltonian, asserting that odd-parity bands are
energetically far away from the bulk gap. Unfortunately that
is not the case for MoS, nanoribbons, as we show in the
following.

Due to finite-size effects, the band structure of MoS,
nanoribbons can be significantly different from that of bulk
monolayers. The bands suffer reorganization and/or hybridiza-
tion, which can enhance the contribution of the odd symmetry
bands in the bulk gap region. For this reason we implement the
all-band model (ABM)), consisting of even and odd symmetry
bands, to compute the band structure of Z — MoS; — NR and
A — MoS; — NR. Those are compared with the even-band
model (EBM). We study ribbons characterized by widths
comparable with experimentally produced samples [11-15].

Typical results are shown in Fig. 2. As predicted earlier [32],
clean zigzag ribbons are metallic. This applies for both the
even- and the all-band models. In contrast, pristine armchair
ribbons are semiconductor for the even-band model [32] and
metallic when even and odd bands are considered (this work).
In neither case do the edge state bands extend over the whole
energy window corresponding to the bulk gap above the Fermi
level. Consequently, armchair MoS, nanoribbons with a small
electron doping' also become semiconductor in the all-band
model.

The comparison between the two models unravels the
presence of an odd band around the energy of 0.25 eV for both
edge orientations, as highlighted in red in Figs. 2(b) and 2(d).
We note that in the armchair case the bands in the energy inter-
val0 < E < 2.25eV of Figs. 2(c) and 2(d) are roughly doubly
degenerate, while in the zigzag case [Figs. 2(a) and 2(b)]
there is no degeneracy.

A quantitative comparison between tight-binding and DFT
band-structure calculations for nanoribbons is difficult, since

'Taking spin degeneracy into account, this corresponds to two
electrons in excess over the whole nanoribbon area.
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FIG. 2. Spin-unpolarized electronic band structure of nanorib-
bons with different edge orientations: (a) Band structure of 90 — Z —
MoS, — NR for the even-band model with 540 orbitals, with the inset
showing the level crossing that takes place near the Brillouin zone
edge. (b) Band structure for the all-band model with 990 orbitals,
where we identify zigzag midgap states as the four bands (from
0 through 3). The bottom figures show the band structure of the
90 — A — MoS;, — NR using the even-band model with 540 orbitals
(c) and the all-band model with 990 orbitals (d). The odd-parity
bands are plotted in red. The band structures in (c) and (d) are doubly
degenerate. The red dashed line represents the Fermi level.

most DFT studies assume edge passivation conditions which
are not included in the tight-binding model. Moreover,
DFT accounts for electron-electron interactions due to the
nonhomogeneous charge distribution at the vicinity of the
nanoribbon edges. Nonetheless, the band structures we obtain
show good qualitative and quantitative agreement with results
from the DFT literature [13,16-18,20-27]. The comparison
with the band structure presented in Ref. [37] for zigzag
nanoribbons where the authors find a band very similar to
our “odd band” is particularly reassuring.

The band structures presented so far are not spin resolved.
We include spin resolution following the prescription reported
in Ref. [35]. We consider the all-band model with 11 orbitals
per bulk unit cell and introduce the spin-orbit coupling term
Hgp = Zd %La -Sq. Here, A, is the intrinsic atomic spin-
orbit strength for« = Mo or S, L, is the atomic orbital angular
momentum operator, and S, is the electronic spin operator
acting on all atoms of the system. We set the parameters
AMo = 75 meV and Ag = 52 meV [35,38], which reproduce
the experimental spin splitting at the K point of the bulk MoS,
valence band [39].

In Fig. 3 we show the band structure for zigzag and
armchair MoS; nanoribbons with and without the spin-
orbit interaction in the energy window of interest. The
spin-resolved bands of the 10 —Z — MoS,; — NR and the
10 — A — MoS; — NR in Figs. 3(b) and 3(d), respectively,
show that the main bands in the interval 0 < E < 2.5 eV
present very small spin splittings. (For some bands the effect
is hard to notice within the resolution of the figures.) We
use the full spin-orbit coupling Hamiltonian, including both

PHYSICAL REVIEW B 95, 035430 (2017)

<)

o0l
05
0.0f

0. e ——— . 05—
%. . . . . . .0 0.2 0.4 0.6
ka,/r

FIG. 3. Comparison between the spin-unpolarized and the spin-
polarized band structures of zigzag and armchair MoS, nanoribbons.
The top panels correspond to the band structure of the 10 —Z —
MoS; — NR with (b) and without (a) spin resolution within the all-
band model with 110 orbitals. Analogously, the bottom panels show
the band structure of the 10 — A — MoS, — NR with (d) and without
(c) spin resolution. The blue dashed line represents the Fermi level.

spin-conserving and spin-flipping terms. We have verified
that the spin-splitting effect on the band structure is due
to the diagonal (spin-conserving) terms of the Hamiltonian,
while off-diagonal (spin-flipping) terms give a negligible
contribution. In the bulk region, for energies E <0 eV
and E > 2.5 eV, the spin splitting is more pronounced. We
find that including spin-orbit coupling in our all-band model
provides a spin splitting in the armchair band structure in
Fig. 3(d) which is not found in Ref. [32].

The small energy splitting of the spin-resolved bands
suggests that we can safely neglect the intra-atomic spin-
orbit coupling and treat the system as spin degenerate when
addressing transport properties.

Let us now focus our discussion on the orbital character
of the metallic bands of zigzag nanoribbons in Fig. 2(b).
Reference [32] established the edge nature of two of the even
bands inside the gap (corresponding to bands 1 and 2 in Fig. 2)
and the delocalized nature of the valence and conduction bands
by plotting their wave functions across the ribbon width. In our
model, bands 1 and 2 touch each other very close to the Bril-
louin zone (BZ) edge at k, = +0.967 /a2, close to the bulk K
and K’ points, having an energy difference of roughly 20 meV
at the BZ edge. Those features are nearly imperceptible in
Fig. 2(b). In Ref. [32] the bands cross further away from the BZ
edge, at k. ~ £0.877/az, forming one-dimensional analogs
of Dirac cones [40]. The latter are more pronounced than the
ones we obtain, with an energy difference of roughly 400 meV
at the BZ edge. We stress that these effects are purely orbital
and each band is spin degenerate.

We determine the edge nature of the bands from O through
3 in Fig. 2(b) by analyzing their wave functions along the
Brillouin zone. By studying the squared wave functions of all
atoms in the ribbon unit cell (not shown here), we determine
whether a particular state is distributed mostly near the edges
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(edge state) or across the whole ribbon (bulk state). We find that
all midgap states in Fig. 2(b) are localized at the nanoribbon
edges. Band 1 is located at the S-terminated edge, while bands
0, 2, and 3 are located at the Mo-terminated edge. We also
notice that one of the valence bands at around —1 eV has the
same edge nature as the bands 0,2, and 3 (it can be seen in
Fig. 6, where a larger energy interval is shown), while other
usual bulk bands have Gaussian-like envelopes as noted in
Ref. [32].

The appearance of metallic bands in MoS; ribbons can
be interpreted in topological terms. The first classification of
the topological properties of a system can be done according
to its Chern number [41]. The latter distinguishes a simple
insulator, with Chern number equal to zero, from a system
with topologically protected edge states, equivalent to a
quantum Hall state, where the Chern number is nonzero. This
classification fails in systems with time-reversal symmetry,
since it leads to a zero Chern number even for systems with
topologically protected edge states [41,42]. In these cases,
it is customary to use another topological invariant, the Z;
invariant, that can be either 1 (strong topological insulator) or
0 (trivial insulator or weak topological insulator) [41].

The zigzag MoS, ribbon has Z, = 0, since the number
of Kramers pairs at a single edge is always even [41,42]
[see Fig. 3(b)]. According to this classification, the system
behaves like an ordinary metal, namely, any kind of disor-
der has a strong effect on the system electronic transport
properties.

However, if one considers a single valley and a single
spin, the system has a nontrivial topology. Both DFT [32]
and tight-binding [32] calculations obtain a large value for the
Berry curvature [41] near the K and K’ points of MoS, (bulk)
monolayers. The study of the topology around these points
[32] shows a nonzero Chern number Cx = Cg | + Ck4 with
Ckg = —Ckg. Thus, the system has C = Cg + Cg =0. In
other words, instead of the spin texture of a two-dimensional
topological insulator, MoS, nanoribbon edge states exhibit
a “valley texture.” This nontrivial bulk-edge correspondence
results in the edge band state crossing shown in the inset of
Fig. 2(a). The low-energy states of the zigzag MoS, ribbon
around the K point, formed by the crossing of bands 1
and 2 (see Fig. 2), behave as a quantum valley Hall state
[32]. Hence, in the absence of disorder sources that cause
spin-flip transitions, the system is protected against intravalley
scattering processes.

Another way of understanding the “local” nature of
the protection is under the light of intervalley scattering
events [43—45]. Away from the band crossing energy, states
with opposite propagation direction belong to different val-
leys. Thus, it is only possible to enable backscattering
(change the propagation direction) by introducing a disorder
source that provides a large enough amount of momentum to
scatter the electron state from one valley to the other. Hence,
depending on the value of Ak, backscattering can have a
large cross section in the presence of short-range scatterers,
while as a rule, it is negligible for long-range ones [43—45].
We study these processes extensively in the following
sections.

Before proceeding to the analysis of the transport proper-
ties, a comment on different tight-binding parametrizations
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for MoS, is in order. A recent study [19] argues that the
origin of the metallic states in zigzag nanoribbons is due to
polar discontinuities at the edges. That paper reports that DFT
calculations give spin-polarized bands closing the bulk gap,
while a Wannier tight-binding model leads to edge state bands
with a band gap of about 0.3 eV, independent of the nanoribbon
width. Based on these results, the authors [19] conclude that
metallicity is driven by the electric fields caused by charge
polarization at the system edges. In contrast, our tight-binding
model (and also that of Ref. [32]) gives metallic edge state
bands solely due to geometric effects, since we do not account
for electronic interactions. We recall that the tight-binding
model we use is not the same as the one of Ref. [19]. In
our case, the tight-binding parameters were obtained from an
accurate fit of the band energies and orbital compositions of
MoS; bulk DFT calculations [35]. In any event, despite the
differences in spin polarization, both models indicate that the
edge states remain metallic, closing the bulk gap, irrespective
of the nanoribbon width. The understanding of the nature of
the discrepancies is still unclear and beyond the scope of this
paper, which is the study of disorder effects on the conductance
of MoS, nanoribbons using a state-of-the-art single-particle
effective Hamiltonian.

III. TRANSPORT IN PRISTINE AND DISORDERED
NANORIBBONS

In this section we study the electronic transport in MoS;
nanoribbons. In the zigzag case, we discuss our findings in
light of the closing of the gap by the metallic edge states. We
consider the electronic transport in a system composed by a
central part connected to two electron reservoirs maintained
at different chemical potentials that act as source and drain
terminals. The central part is a nanoribbon of width N
(see Fig. 1) and length M, corresponding to the number of
longitudinal unit cells (slices). We calculate the Landauer
conductance, given in terms of the electronic transmission
between the source (left reservoir L) and the drain (right
reservoir R), using the Caroli formula [46,47],

Tri(E) = Tr[Tr(E)G% (E)TL(E)G] z(E)], ey

where 'y ('g) is the decay width function of left (right)
contact, and G%, (GYy) is the retarded (advanced) Green’s
function describing the propagation from L to R (from Rto L).

We model the contacts as semi-infinite lattices, calculate
the level width functions I') and I'y using the decimation
technique [48,49], and G%; using the recursive Green’s
function method (RGF) [50]. This method allows for a
numerically efficient computation of the electronic transport
properties and spectral properties [49] such as the local density
of states, namely,

1
p(raj,E) = —;Im[ngyaj(E)]. (2)

Here, j labels the orbital inside the atom «. It also allows for
an amenable inclusion of several disorder mechanisms at the
microscopic level [49].

In the following we present our numerical calculations of
the electronic transmission and LDOS for pristine nanoribbons
and for zigzag nanoribbons with defects.
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FIG. 4. Transmission of pristine ribbons as a function of the Fermi
energy. The solid blue curve is the transmission for 10 — Z — MoS,; —
NR and the dashed red curve corresponds to 10 — A — MoS, — NR.

A. Pristine zigzag and armchair nanoribbons

In Fig. 4, we present the transmission Ty (E) for pristine
MoS; nanoribbons. The results correspond to nanoribbons of
widths comparable to the ones considered in the band-structure
DFT literature [13,16-18,20,22-27]. We note that these
nanoribbons have smaller widths than the ones considered in
the band-structure study of the previous section. Nonetheless,
we have checked that their metallic edge states remain almost
invariant with increasing width. Thus, the chosen ribbon
width allows for faster computation of the electronic transport
quantities and still gives insight on the behavior of the edge
modes of the wider ribbons.

Figure 4 shows the pristine ribbon transmission as a
function of the Fermi energy E r. The transmission is quantized
and consistent with the number of available energy bands
as a function of Er. As expected, the zigzag edges give
origin to metallic edge states (or transmission channels) that
make the conductance nonzero over the whole energy interval
corresponding to the bulk gap. In contrast, the energy band for
nanoribbons with armchair edges splits the transport gap into
two smaller ones.

Figure 5 shows the LDOS of the zigzag MoS, nanoribbon.
In the considered geometry, the edge located at y =0 is
terminated by S atoms while the opposite edge at y & 25.5 A
is terminated by Mo atoms, as indicated by the labels in Fig. 5.
We find that the orbital composition of all metallic bands is
dominated by d orbitals located at the Mo layer with a very
small LDOS at the S layers. The states are localized at a
single nanoribbon’s edge, which we denote according to its
termination (either S or Mo). We choose five representative
energies on the main plateaus of Fig. 4 corresponding to
metallic edge states. The edge states belonging to band 1 in
Fig. 5(c) E = 1.73 eV are located at the S-terminated edge.
The other bands 0, 2, and 3 have states mainly distributed
at the Mo-terminated edge [see Fig. 5(b) E = 0.82 eV and
5(d) E =2.19eV]. Interestingly, Fig. 5(c) shows a LDOS
distributed at both nanoribbon edges, since both bands 0 and
1 contribute to the LDOS at energy E = 2.05 eV. Figures 5(a)
and 5(e) show the LDOS for E = —0.04 eV and E = 2.46 ¢V,
respectively. These energies are outside the “bulk energy
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FIG. 5. LDOS at energies (a) £ =0.04 eV, (b) E =1.73 eV,
(c) E=2.05¢V, (d) E=2.19 eV, and (e¢) E =2.46 eV for the
pristine 10 —Z — MoS, — NR. The ribbon edge at y =0 is S
terminated while the opposite one is Mo terminated. The image in
each plane corresponds to a single atomic nature, S or Mo, as indicated
by the labels. In (a) bands 2 and 3 contribute with available states,
while in (b), (c), and (d) only states from bands 2, 1, and O contribute,
respectively. In (e) the conduction bulk states are present across the
whole ribbon width.
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gap” window, but the corresponding states are still influenced
by metallic bands. Due to this fact, the states are mostly
localized at the Mo-terminated edge, but a bulk character is
manifest.

B. Zigzag nanoribbon with defects

Motivated by the topological nature of the metallic bands,
we study the robustness of these states around the valleys K
and K’ against short- and long-range disorder.

Several kinds of defects in MoS, have been addressed
in the literature, such as vacancies, adatoms, substitutional
doping, structural and topological defects, folding, wrinkling,
and rippling [51]. Among the zero-dimensional defects, the
most common are single S vacancies [51]. In this study
we also consider double S vacancies and Mo vacancies
without reconstruction. As for long-range defects, the most
studied ones in MoS, are ripples [52-54]. These deform the
bonds and modify the interatomic distance of the nanoribbon
structure. As a consequence, in a realistic model, the on-site
and the hopping parameters of the tight-binding model need
to be modified. In addition, electronic charges trapped in
the substrate also unavoidably provide a source of local
potential disorder. In this paper we address the simple case of
local potential scattering for the long-range potential disorder
case.

1. Short-range scattering

Let us study how robust are the edge states in Z — MoS, —
NR against short-range disorder, such as vacancies which
are ubiquitous in MoS; [51]. Single and double sulfur (top
and bottom) vacancies are the ones with the lowest energy
formation [51]. We also consider single Mo vacancies as a
model case.

We start with the simplest case of a single short-range
defect. We model the defect as a single vacancy by adding
a large on-site potential at the lattice atom of interest. We have
numerically verified that the large on-site vacancy model is
fully equivalent to cutting all the hopping connections between
the orbitals of the vacancy atom and the other atoms in the
lattice.

We perform a systematic study of the effect of a single
vacancy on Tgy, covering all possible vacancy configurations
in the nanoribbon unit cell (transverse slice). We consider
geometries where the vacancy is equidistant from source and
drain contacts to avoid effects due to the coupling to the leads.
Here we consider ribbons of width N = 10. We calculated the
conductance for much wider ribbons (N = 50) for a few cases
and obtained very similar results in the gap region, ruling out
finite-size effects.

We describe the main findings in Fig. 6. The figure
illustrates the effect only for vacancies placed at the nearest
edge atomic positions, since we find that the reduction in the
transmission becomes progressively smaller as the vacancy
is moved away from the nanoribbon edges. We show the
transmission for six different vacancy configurations, namely,

2We find that this condition is fulfilled for on-site energies of the
order of 10% eV.
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FIG. 6. Electronic transmission in a 10 —Z — MoS, — NR as a
function of the Fermi energy for the clean case (black curve) and in
the presence of a vacancy at the edge (red curve). The nanoribbon
contains M = 100 cells, and the vacancy is present in the middle cell
that is equally distant to the contacts. The ribbon contains 20 atoms
in each cell. The insets indicate the vacancy position. The panels on
the left show results for vacancies in the top edge (Mo-terminated
edge): (a) one Mo vacancy, (b) two S vacancies, one in the bottom
plane and one in the top plane, and (c) one S vacancy in the upper
or bottom plane. The panels on the right show results for vacancies
in the bottom edge (S-terminated edge): (d) one Mo vacancy, (e) two
S vacancies, one in the bottom plane and one in the top plane, and
(f) one S vacancy in the upper or bottom plane. The gray areas mark
the perfect transmission regions due to the states at the opposite edge.

single S vacancies (top and bottom vacancies are equivalent
due to symmetry), double S vacancies (top and bottom planes),
and single Mo vacancies near each edge. We recall that
0 < E <225 eV corresponds to the bulk gap. The gray
areas mark the energy intervals of perfect transmission. The
corresponding edge states are robust against the presence of
vacancies. This can be understood as follows: a vacancy on
the Mo-terminated edge, as shown in Figs. 6(a), 6(b), and 6(c),
suppresses the transmission of the bands 0, 2, and 3 while band
1 remains unaffected with perfect transmission. On the other
hand, vacancies on the S-terminated edge strongly suppress
the transmission of band 1 and do not affect bands 0, 2, and 3,
as seen in Figs. 6(d), 6(e), and 6(f). These results indicate
that the propagation of band 1 occurs mainly through the
S-terminated edge, while bands 0, 2, and 3 propagate through
the Mo-terminated edge. Note that for 2 < E < 2.15 eV
both bands 0 and 1 are accessible [see Fig. 5(c)] and hence
any vacancy configuration near the nanoribbon edges strongly
suppresses the transmission. Curiously, Fig. 6 indicates that S
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FIG. 7. Electronic transmission in 10 —Z — MoS, — NR as a
function of the Fermi energy in the presence of random vacancies.
The dashed black lines indicate perfect transmission of the pristine
ribbon. The nanoribbon contains M = 100 cells with 30 atoms in each
cell. The inset indicates the vacancy positions (red balls) distributed
in both S (black squares) and Mo (blue triangles) lattices.

divacancies have a smaller effect on the conductance than S
monovacancies.

In summary, we find that the electronic transport results in
the presence of a single vacancy are consistent with the LDOS
of the pristine 10 —Z — MoS, — NR presented in Fig. 5.
Vacancies near the nanoribbon edges dramatically suppress
the conductance. Thus, short-range disorder breaks the valley
topological protection of the metallic states in zigzag MoS;
nanoribbons. Short-range defects, such as vacancies, enable
intervalley scattering processes and hence, backscattering.
This reasoning supports the picture that the system behaves
like a trivial metal. Are the observations consistent with the
robustness of edge states recently experimentally reported in
Refs. [33] and [15]? This is the question we address next.

Let us now analyze the electronic transport in a more
realistic case by placing random vacancies in the central
region. Figure 7 shows the electronic transmission of a
disorder realization for a total vacancy concentration (Mo and
double S) of 0.15% for 10 — Z — MoS, — NR. As expected,
a finite vacancy concentration is extremely detrimental to the
electronic transport in the bulk gap energy region. This is a
manifestation of Anderson localization in a one-dimensional
disordered metal.

Figure 8 shows the LDOS for the same disorder configu-
ration mentioned above (see Fig. 7). We analyze two selected
energies, namely, £ = 0.82 eV [Fig. 8(a)] and E = 1.73 eV
[Fig. 8(b)], that correspond to states concentrated at opposite
edges. The vacancies near the edges create depletion regions
in LDOS, localizing the wave functions and hindering the
transport. Surprisingly, we find that the vacancies also induce
the appearance of regions with high LDOS at the edges that
exceed the maximum LDOS of the pristine system in Fig. 5.
We find similar trends for other energies, justifying the wide
transport gap (~2.25 eV) found in Fig. 7.

2. Long-range scattering

Let us now consider the case of long-range impurity disor-
der, which can be caused, for instance, by an inhomogeneous
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FIG. 8. LDOS at the energies (a) £ =0.82 eV and (b) E =
1.73 eV for the 10 — Z — MoS, — NR with added random vacancies,
as shown in Fig. 7. The ribbon edge at y = 0 is S terminated while the
opposite one is Mo terminated. The image in each plane corresponds
to a single atomic nature, S or Mo, as indicated by the labels in each
plane.

0.13
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charge distribution in the substrate [55] or by disordered ripples
[56]. To study the degree of protection of the edge states against
long-range disorder, we place a Gaussian on-site potential
centered at ry, namely,

V(r) — Voe_|"_r0|/2d2’ (3)

where Vj and d are the impurity strength and range, re-
spectively. Here ry is taken at one of the system edges and
placed equidistantly to the contacts. By varying d we can
access different scattering range regimes and determine the
corresponding effect on the electronic transmission of the
system. In graphene deposited on SiO;, the typical rms of
V(r) is 100 meV [57]. In the absence of a better experimental
guidance in the case of MoS,, we take Vp = 0.1 eV.

Let us consider the case of an impurity placed at the
S-terminated edge. Figure 9(a) shows the corresponding
transmission for three impurity configurations, namely, d =
3A d=12 A, and d=26 A for Vy=0.1 eV in a
30 —Z — MoS; — NR configuration. We find a nearly perfect
transmission quantization for all long-range impurity config-
urations. We find the same behavior for the impurity at the
Mo-terminated edge. In contrast, the shaded areas in Fig. 9(b)
indicate the energy windows where the transmission is not
perfect, corresponding to edge states localized at the same
edge as the impurity center.

There are also energy windows where we find a stronger
suppression of the conductance. For instance, for energies
around Er = 1.05 eV, backscattering processes require a small
momentum transfer [see Fig. 2(b)]. As a consequence, long-
range impurity enables a transmission suppression as shown
in Fig. 9. A similar behavior can be seen at 0 < E < 0.5 eV,
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FIG. 9. Electronic transmission in a 30 —Z — MoS, — NR as a
function of the Fermi energy. We compare the transmissions due to
vacancies and the on-site impurity for ranges d = 3A, 124, and
26 A. The nanoribbon contains N = 100 cells, and the vacancy is
present in the middle cell that is equally distant from the contacts.
The ribbon contains 20 atoms in each cell. The insets indicate the
vacancy and impurity position. In (a) we show the results for defects
in the top edge at the S atom, while in (b) the impurity is on the Mo
atom. The gray areas mark the energy regions where the states are
characterized by a propagation at the edge where the defect is placed.

where the band structure allows for several small momentum
backscattering processes.
IV. CONCLUSIONS

In this paper we use the tight-binding model recently
proposed by our group [35] to systematically study the

PHYSICAL REVIEW B 95, 035430 (2017)

electronic structure and transport properties of monolayer
MoS; nanoribbons. Our results reproduce qualitatively the
DFT band-structure calculations when limited to narrow and
pristine nanoribbons. We argue that it is necessary to consider
the full tight-binding Hamiltonian, with even and odd parities,
for an accurate description of nanoribbon electronic states
within the bulk gap energy window. By doing so, we observe
the appearance of an odd-parity band close to the Fermi level
at charge neutrality for both kinds of edge terminations. Such
bands contribute significantly to the conductance. We analyze
the edge nature of the states inside the bulk gap in the zigzag
case through the orbital composition of the eigenstates at
a given energy and k point. Interestingly, we find that the
metallic bands correspond to states localized at a single edge
independent of the nanoribbon width and disorder, as we
explicitly show in our LDOS calculations.

We study the effect of short- and long-range disorder on the
conductance and LDOS of zigzag nanoribbons. We find that
even a modest concentration of vacancies close to the edges
can cause a large transmission suppression, particularly within
the bulk gap energy window. In contrast, weak long-range
scattering does not have a significant effect on the conductance.
We interpret these results in terms of the nature of the metallic
bands and their protection against disorder, since the system
is robust against intravalley scattering processes. Despite the
differences in the calculated band structures, our findings
are consistent with the classification of the weak topological
insulator proposed in Ref. [32].

In summary, our analysis indicates that short-range defects
such as vacancies and edge roughness dramatically suppress
the conductance of MoS, nanoribbons, as they create regions
at the edge with negligible LDOS. Surprisingly, there are
also regions with enhanced LDOS due to the metallic edge
states that are quite robust against disorder. This is consistent
with recent scanning tunneling microscopy and spectroscopy
experiments that observed a significant localized LDOS at
the (rough) edge of a MoS, sample [15,33]. To verify that
the LDOS is not continuous at the edge and it is not due to
adsorbates or molecules, more experimental input is needed.
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