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The (BN)1−x(C2)x alloys are promising materials for band-gap engineering in two-dimensional electronics.
In this work, we provide a complete scenario of statistical possibilities for the distribution of atoms and its
influence on electronic and optical properties. Using first-principles calculations combined with the generalized
quasichemical approximation to account for disorder effects, we study the properties of these two-dimensional
alloys as a function of their average composition. Our results show that atomic arrangements with C-C and
B-N bonds are energetically favored over the ones with B-B and N-N bonds, explaining the known tendency to
phase separation, verified by a T -x phase diagram. We calculate the energy gap as a function of the composition
considering both composition fluctuation and phase separation effects. Experimental data are discussed in
this context. Finally, we obtain absorption spectra reproducing a two-peak pattern for intermediate carbon
concentrations found experimentally and identified with phase-segregated instead of homogeneous alloys.
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I. INTRODUCTION

The need for materials with customized electronic band
structure asks for powerful tools for reliable predictions.
Novel devices can be conceived and designed for superior
performance. One of the widely applied approaches for band
engineering is alloying of two or more semiconductors, which
has been used in numerous optoelectronic applications. The
alloy properties can be tuned between those observed in the
end components by controlling the average composition as
well as composition fluctuations.

With increasing research interest in two-dimensional (2D)
materials, 2D alloys have received considerable attention and
have been synthesized [1–7]. Among several possibilities,
hexagonal boron nitride (h-BN) is a natural candidate to be
combined with graphene in a 2D alloy, since both sheet crystals
possess a flat honeycomb structure while the lattice constant
mismatch only amounts to 2% [8]. In contrast to graphene,
which has no energy gap, h-BN is a dielectric with a wide
energy band gap of about 6 eV [9] due to the strongly ionic
B-N bond and the broken symmetry of the two sublattices in
h-BN. Alloying these two 2D materials allows, in principle, a
very wide range for changing the energy gap.

Recently, it has been demonstrated that (BN)1−x(C2)x
layers can be synthesized by chemical vapor deposition (CVD)
[5,6] or via chemical substitution of C with h-BN in graphene
[7]. However, the distributions of atoms in these alloys are
far away from perfectly random, instead interpreted in terms
of phase separation resulting in h-BN-rich and graphene-rich
domains [5,6,10].

The alloy thermodynamics determines the miscibility of
the combined materials, thereby also favoring some specific
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atomic arrangements, which might have a strong influence on
the electronic and optical properties of the alloy with a given
composition x. Depending on the size of the domains produced
in the phase segregation process, their effect on the observed
properties of (BN)1−x(C2)x might be different. According to
Ci et al. [5], for domain sizes smaller than 2–3 nm, the film
behaves like a BN-C alloy, with a band gap equal to the average
gap of the two components, while domain sizes larger than
2–3 nm can lead to carrier localization and exhibit the
electronic and optical properties of both materials.

Despite the importance of such microstructural features
for electronic properties, the actual theoretical studies of
(BN)1−x(C2)x monolayer alloys have been restricted to in-
vestigate “guessed” nonrandom structures [11–14]. Statistical
approaches have been used only to predict phase separation
[10,14,15], but its effects on electronic and optical properties
is still an open question. Therefore, the combination of a
quasiparticle electronic structure method with a statistical ap-
proach that takes into account the segregation and composition
fluctuations should give rise to novel results for the prediction
of the fundamental energy gap and related electronic as well
as optical properties.

In this paper, we perform a rigorous and systematic
theoretical study of (BN)1−x(C2)x monolayer alloys, consider-
ing different local atomic configurations and their statistical
probabilities to account for disorder effects. Their phase
stability is studied through the temperature versus composition
phase diagram. For different compositions the electronic and
optical properties are predicted and discussed in the light of
the phase-separated alloys.

II. METHODOLOGY

To account for composition and disorder effects, we con-
sider the generalized quasichemical approximation (GQCA),
which has been successfully applied to different 2D and
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3D alloys [16–18]. In the framework of this method, an
alloy is described by an average of a set of statistically
independent clusters. All the possible cluster configurations
with 2n = 8 atoms are organized in J different nonequivalent
classes with different numbers of degeneracy gj . Two cluster
atomic arrangements are said to be equivalent if they have
the same physical properties. The equivalence of their atomic
arrangement is identified by the application of all symmetry
operations.

The probabilities of occurrence xj (x,T ) of each cluster
class j at an average composition x and growth temperature
T are determined by the minimization of the mixing free
energy of the alloy as described elsewhere [16,17,19,20].
The (BN)1−x(C2)x system is modeled as a ternary alloy with
xC = x and xB = xN = (1 − x)/2.

The mixing free energy of an alloy per cluster can be
written as �F = �U − T �S, where �U is the mixing
internal energy and the �S is the configurational entropy.
Each cluster class is characterized by its total energy εj

(j = 0,1,2,3, . . . ,J ). The excess energy �εj for the formation
of the cluster j , with 2nj C atoms and (n − nj ) B as well as N
ones, can be defined as

�εj = εj − nj

n
εC −

(
1 − nj

n

)
εh−BN, (1)

where εC and εh−BN are the total energy of graphene and
h-BN clusters, respectively. For low temperatures the alloy
mixing free energy is dominated by �U and the probability
distribution xj is concentrated on the configurations j with
lower excess energies εj and the constituent components do
not alloy. As the temperature grows, the entropy term −T �S

becomes more important. The mixing entropy is given as

�S(x,T ) = −2nkB[xC ln xC + xB ln xB + xN ln xN ]

− kBDKL

(
xj

∣∣x0
j

)
, (2)

where

DKL

(
xj

∣∣∣∣x0
j

) =
J∑

j=0

xj log

(
xj

x0
j

)
(3)

is the relative entropy, or the Kullback-Leibler (KL) divergence
[21], between the random cluster probability distribution x0

j (x)
in the ideal solution and the probability distribution xj (x,T )
obtained from the excess free energy minimization.

In general, a property p(x,T ) of a certain alloy can be
calculated as an average of the property values pj weighted
by occurrence probabilities xj (x,T ) as

p(x,T ) =
J∑

j=0

xj (x,T )pj . (4)

Thereby, the set of probabilities xj (x,T ) must fulfill two
constraints, (i) the normalization of the sum of all probabilities
and (ii) the average composition x, which follows if pj is
replaced by nj . The constrained minimization of the excess
free energy rules the probability for realization of a cluster

FIG. 1. Illustration of a 2D periodic system for a given atomic
configuration with nj = 2. B, C, and N atoms are represented as green,
brown, and gray dots, respectively. Four supercells are displayed.
The atomic sites are labeled by 1,2,3,4,5,6,7,8. Consequently, the
represented configuration is BCCCNNCB.

configuration j ,

xj (x,T ) = gjλ
nj exp(−β�εj )∑J

j=0 gjλ
nj exp(−β�εj )

, (5)

where β = 1/kT and λ is a numerical parameter determined
by the average composition constraint

∑J
j=0 njxj = nx.

In this work, the clusters Bn−nj
Nn−nj

C2nj
(nj = 0,1,2,3,4)

are defined as flat hexagonal 2 × 2 unit cells as depicted
in Fig. 1, where the labeling of the cluster atoms is also
explained. The atomic sites can be randomly occupied by
boron, carbon, or nitrogen atoms. The clusters cover all the
configurations with equal numbers of boron and nitrogen
atoms. Besides C-C, B-N, C-B, and C-N bonds, also B-B and
N-N ones are allowed. They result in 1107 possible atomic
configurations, which can be arranged into 43 classes with
different degeneracies applying all the space group symmetry
operations. Such systems with equal numbers of boron and
nitrogen atoms are synthesized by means of CVD growth using
ammonia borane NH3-BH3 as a single precursor of boron and
nitrogen atoms [5] or controlling the flux of distinct boron and
nitrogen precursors [22].

In order to analyze the thermodynamic stability of the
alloy, the T -x phase diagram is constructed from the mixing
free energy, as described elsewhere [16,17]. Each point in
the diagram represents one alloy with a carbon composition
x grown at a temperature T . The binodal and the spinodal
curves split the plane in three regions, which correspond to
stable, metastable, and unstable phases. In the region below the
spinodal curve the alloy decomposes into two different phases
with average compositions x1 and x2 thereby minimizing the
mixing free energy F (x,T ) for given x and T . The poor and
rich phases with concentrations x1 and x2 are respectively
characterized by statistical weights

w1 = x2 − x

x2 − x1
and w2 = x − x1

x2 − x1
. (6)

If the phase segregation process occurs and the obtained
domain sizes are larger than the cluster dimensions, distinct
occurrence probability distributions xj (x1,T ) and xj (x2,T ) can
be associated with the poor and rich phases, respectively. If an
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average property is defined for such a (BN)1−x(C2)x system,
we estimate it as the weighted average of the two decomposed
phases according to their weights w1 and w2.

Between the binodal and spinodal curves the alloy is
metastable and the phase decomposition is hampered. The
critical temperature Tc is defined as the smallest temperature
for which the alloy is still thermodynamically stable at any
composition.

The total energy εj of each cluster class j is calculated
within the ab initio density functional theory (DFT), as
implemented in the VASP code [23,24]. In each cluster
calculation we consider a periodic system whose unit cells
are represented by one cluster class. A 2D supercell with
a possible atomic arrangement is displayed in Fig. 1 for a
stoichiometric ratio of nj = 2. Each alloy system is simulated
as an artificial 3D crystal constituted by a periodic repetition
of the atomic sheets in a distance L = 20 Å from the neighbor
ones. This distance is large enough that the interaction between
the sheets vanishes.

The generalized gradient approximation (GGA) as pro-
posed by Perdew-Burke-Ernzerhof (GGA-PBE) [25,26] is
applied to calculate the exchange and correlation (XC) energy.
Pseudopotentials for the B, C, and N cores and all-electron
wave functions are generated within the projector-augmented
wave (PAW) method [27,28]. The wave functions between
the cores are expanded in plane waves with a kinetic energy
cutoff of 450 eV. Integrals over the Brillouin zone (BZ) are
calculated considering a 12 × 12 × 1 �-centered Monkhorst-
Pack k-point mesh [29]. In order to find the equilibrium
configuration lateral lattice constants, all atomic coordinates
are relaxed until the Hellmann-Feynman forces are smaller

than 0.01 eV Å
−1

.
It is well known that the pure DFT methodology tends

to underestimate the energy gaps, mainly due to the ne-
glect of the nonlocality of the XC potential. Therefore a
trustworthy prediction for electronic and optical properties
demands corrections on standard DFT calculations to take the
excitation aspect into account [30]. In this study we perform
a simulation of the quasiparticle corrections for the different
atomic configuration considering a hybrid functional proposed
by Heyd, Scuseria, and Ernzerhof (HSE06) [31,32].

The optical properties are described by the frequency-
dependent dielectric matrix, which is calculated within the
independent-quasiparticle approximation [33]. The optical
transition matrix elements are described adopting the longi-
tudinal gauge [34]. We focus on the optical absorbance A(ω)
for normal incident light with frequency ω. It is connected
to the frequency-dependent imaginary part of the in-plane
component of the dielectric function εj (ω) of the artificial 3D
crystal used to simulate the cluster class j . Interestingly, the
2D quantity Aj (ω) becomes independent of the layer distance
L in the artificial 3D crystal,

Aj (ω) = ω

c
L Im[εj (ω)], (7)

where c is the speed of light in vacuum. More generally, this
quantity is the real part of 2D optical conductivity. However,
in the limit of vanishing reflectance it is identical with the
absorbance [35].

Spectra of various mixtures of graphene and h-BN were
predicted in the paper of Bhowmick et al. [36], but their results
do not consider effects due to the alloy thermodynamics,
being restricted to simple averages between the K-edge x-ray
absorption spectra observed for arbitrary atomic arrangements
of the alloys and the pure end components. In the GQCA
formalism, an absorbance spectrum Aj (ω) is calculated in
the ab initio framework for each chosen cluster configuration
j . The average absorbance spectra of an alloy are estimated
within GQCA by Eq. (4). Because of the strong segregation
tendencies in (BN)1−x(C2)x , in particular, we study the optical
properties of a subset S of all cluster configurations of a
(BN)1−x(C2)x alloy where B-B and N-N do not occur. Since the
normalization

∑
j∈S xj = 1 used in Eq. (4) is not necessarily

valid, we define a renormalized quantity

AGQCA(ω,x,T ) =
∑

j∈S xj (x,T )Aj (ω)∑
j∈S xj (x,T )

. (8)

This definition should be reasonable to represent homogeneous
systems under stable (x,T ) conditions and systems with small
cluster sizes where composition fluctuation effects between
the two segregated phases are relevant. If these conditions
are not fulfilled and the system is fully segregated in poor
and rich phases, i.e., for temperatures and compositions below
the binodal curve, a more reliable estimation of the mean
absorbance spectra is given by

APS(ω,x,T ) = w1(x,T )AGQCA(ω,x1,T )

+w2(x,T )AGQCA(ω,x2,T ) (9)

with w1 and w2 the statistical weights defined in Eqs. (6).

III. RESULTS AND DISCUSSION

A. Phase stability and composition fluctuation

In a macroscopic alloy the mixing free energy �F (x,T )
is determined by the interplay between configurational en-
tropy and internal energy resulting in the temperature-
and composition-dependent cluster probabilities xj (x,T ).
Thereby, the most favorable local arrangement of atoms is
influenced by the alloy thermodynamics, favoring some cluster
configurations with low excess energies in preference of
others. The plot of the excess energies �εj of the 43 considered
cluster configurations as a function of the carbon concentration
is depicted in Fig. 2. We verify that the configurations with
B-B and N-N bonds, represented as black diamonds in Fig. 2,
are strongly energetically unfavorable. The most energeti-
cally favorable configurations are the atomic arrangements
BNBNBNBN (nj = 0), CCBNBNBNBN (nj = 1), CCC-
CBNBN (nj = 2), CCCCCCBN (nj = 3), and CCCCCCCC
(nj = 4). They show a significant tendency to maximize the
number of C-C and B-N bonds, in detriment of C-N and
C-B ones, in agreement with reports in previous theoretical
[10] and experimental [37] works. Consequently, the cluster
configurations which represent almost a mixture of h-BN and
graphene are energetically favored. This fact explains the very
strong tendency of the mixed system to segregate into graphene

035407-3



I. GUILHON, M. MARQUES, L. K. TELES, AND F. BECHSTEDT PHYSICAL REVIEW B 95, 035407 (2017)

FIG. 2. Excess energies �εj of each atomic configuration as
function of the number of carbon atoms nj . The black diamonds
represent the configurations with mainly B-B and N-N bonds, while
the light blue diamonds represent the complementary subset of the
possible configurations.

and h-BN domains as observed experimentally [5], in spite of
the very small lattice mismatch.

Figure 3 depicts the resulting phase diagram, in which we
observe a huge critical temperature Tc = 5200 K, significantly
above typical growth temperatures. This temperature is com-
parable to the result of Tc = 4500 K calculated using Monte
Carlo simulations, neglecting the lattice vibrations, which is
much higher than the expected melting point of the alloy
[10]. The neglect of the vibrational contribution to the free
energy of the alloy may result in an overestimation of the
critical temperature and underestimation of the solubility [38].
Nevertheless, since the typical growth temperatures [22,39]
are much lower than the calculated critical temperature Tc,
a good agreement between our results and the experimental
findings is observed.

The phase diagram in Fig. 3 shows that for not too high
temperatures random alloys can only exist for extremely small

FIG. 3. The T -x phase diagram of (BN)1−x(C2)x . The binodal
(spinodal) curve is represented by the full (dashed) line. The stable,
metastable, and unstable regions in the T -x diagram are labeled by
1, 2, and 3, respectively.

C or h-BN concentrations and that carbon-rich alloys are more
thermodynamically favored than h-BN-rich ones. For a typical
growth temperature of T = 1600 K, we predict a very small
carbon solubility in h-BN of xC = 0.028 and a h-BN solubility
in graphene of xBN = 0.042. These results are in very good
agreement with the experimental values x

exp
C = 0.032 and

x
exp
BN = 0.05 reported by Uddin et al. [22,39].

The probabilities xj (x,T ) for the realization of a certain
atomic configuration j depend mainly on the excess energies
for lower temperatures. For higher temperatures the entropy
term in the mixing free energy (2) becomes more important.
The distribution of the occurrence probabilities among the 43
cluster classes starts to resemble the random distribution and
more configurations can be statistically relevant depending
on the considered growth temperature T . This behavior is
depicted by bar histograms in Fig. 4 for an average composition
x = 0.5 and increasing temperature T . In agreement with the
excess energies, for lower temperatures the probability to find a
cluster with B-B and N-N bonds is vanishingly small. For such
temperatures, mainly the cluster classes with C-C, C-N, C-B,
and B-N bonds in the subset S should be realized. Only for
temperatures close to the critical one significant contributions
from clusters with B-B and N-N bonds may also occur. In
this case, the cluster distribution approaches the probabilities
predicted for a random alloy, i.e., an ideal solid solution.

The similarity between the GQCA probability xj (x,T ) and
the probabilities of clusters j in an ideal solid solution x0

j (x)
can be measured by the KL divergence DKL(xj |x0

j ) given in
Eq. (3).

This quantity rules the deviation of the actual mixing
entropy from the one of the ideal system. Figure 5 shows
the behavior of the KL divergence between the distributions
at average compositions x = 0.25, 0.5, and 0.75 as a function
of the temperature. The maximum divergence value at low
temperatures corresponds to the occurrence of only graphene
and ordered h-BN clusters. As the temperature increases the
two materials start to alloy and the divergence decays. One
observes in Fig. 5 that the alloy with carbon composition
x = 0.25 requires the highest temperature to resemble the
random alloy probability distribution, while the compositions
x = 0.50 and x = 0.75 require smaller temperatures. This
is consistent with the asymmetry observed in the calculated
T -x phase diagram, as depicted in Fig. 3. The assumption
of a random atomic distribution in a (BN)1−x(C2)x alloy is
hardly justified for typical growth temperatures. This is in
agreement with the phase diagram in Fig. 3 and the reported
alloy tendency for phase segregation [5,6,10,22,39,40].

B. Structural parameters

We estimate the structural, electronic, and optical properties
within the GQCA formalism considering a typical growth
temperature of T = 1600 K as reported in the literature
[5,22,39,40].

Initially the behavior of the alloy lattice parameter a(x)
as a function of the carbon concentration x was investigated.
It was verified that (BN)1−x(C2)x alloys obey Vegard’s law
[41,42] at the considered growth temperature. The values
a(x,T ) calculated within the GQCA approach only slightly
deviate from the linear fit a(x) = aBN (1 − x) + aCx, with
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FIG. 4. The probability histogram of all cluster configuration classes of a (BN)1−x(C2)x alloy with x = 0.5 at 800 K (a), 1600 K (b), and
5200 K (c) within the GQCA formalism. A histogram obtained for a random alloy, more precisely an ideal solid solution, is depicted in (d). The
black bars represent the configurations with B-B and N-N bonds, while the light blue bars represent the complementary configuration subset S.

aC = 2.47 Å and aBN = 2.51 Å, with a root-mean-squared
error (RMSE) lower than 4 × 10−3 Å. The second structural
property observed for the clusters is their buckling amplitude,
which is defined as the maximum displacement of atoms from
a flat configuration. The mean value of the buckling amplitude
within GQCA is not larger than 3 × 10−3 Å, showing that the

FIG. 5. Kullback-Leibler divergence between the ideal solid solu-
tion and GQCA probability distributions as a function of temperature
for different compositions x = 0.25, 0.5, and 0.75. Small divergence
values indicate similar probability distributions. The adopted growth
temperature for alloy property estimations and the critical temperature
are highlighted.

alloys preserve the planar hexagonal structure exhibited by its
end components.

C. Electronic and optical properties

In Fig. 7 we plot the calculated fundamental energy gap
curve together with the results Eg,j for each cluster configu-
ration. The values for the energy gaps of the CCBNBNNB,
CBCNBBNN, CBBBNNNC, and BBBBNNNN configura-
tions, which exhibit a metallic behavior, are considered to
be zero, in agreement with the interpretation that graphene is
a zero-gap semiconductor. Metallic behavior of clusters with
B-B and N-N bonds is in agreement with reported results to
some BxCyNz layered structures available in the literature [14].
However, considering the alloy statistics, these clusters do not
have a dominant influence on the alloy properties.

Because of the high computational costs we restrict the
electronic structure calculations using the hybrid functional
HSE06 to the nine most statistically relevant configurations
with the lowest excess energies in Fig. 2. The considered
configuration classes are depicted in Fig. 6. They correspond
to up to 99.6% of the total probability in the carbon-poor phase
(x ′

1 = 0.02) and to 95.7% in the carbon-rich phase (x ′
2 = 0.95)

at the considered growth temperature, according to GQCA
calculations.

As expected, the HSE06 approach results in larger funda-
mental energy gaps in comparison with DFT-PBE calculations,
as can be observed comparing the dotted black and the full
blue energy gap curves in Fig. 7. Due the fact that only one
configuration has a significant statistical weight at x = 0 and
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FIG. 6. Nine most statistically relevant cluster classes with low
excess energies used for electronic structure and optical calculations
using the HSE06 functional. The cluster labels are defined according
to atomic site numeration defined in Fig. 1.

x = 1, the energy band gap curve varies between Eg,BN =
6.06 eV (4.64 eV) and Eg,C = 0 eV (0 eV) within the HSE06
(DFT-PBE) approach, corresponding to pure hexagonal boron
nitride and pure graphene, respectively.

If the growth conditions are controlled so that domain sizes
are comparable with the considered clusters, the GQCA calcu-
lations introduce the effect of local composition fluctuations
and the solution of the Lagrange problem yields a set of
probabilities xj (x,T ) that gives the energy band gap curve
represented by the blue solid line in Fig. 7, including only
the composition fluctuation effect. We define a concentration-
dependent bowing parameter b(x) as a measure of the deviation

FIG. 7. The energy band gap as a function of the composition
for (BN)1−x(C2)x alloys obtained with the GGA functional (dotted
black curve) and within the HSE06 approach with and without phase
decomposition effects (dashed and full blue lines, respectively). We
emphasize that the dashed line can only be obtained for very small
cluster domains, while larger cluster domain size would result in an
emission near or within the shaded gray regions. The vertical gray
shades indicate the x compositions where the alloy is stable and the
horizontal ones correspond to the energy gap tune range at the stable
composition conditions. The black and light blue diamonds represent
the energy band gap obtained by GGA and HSE06 calculations for
the investigated clusters. Available experimental data are represented
by red circles [22,39] and squares [6].

from the linear behavior for the energy gap curve by fitting our
results with the function Eg(x,T ) = (1 − x)Eg,BN + xEg,C −
b(x)x(1 − x). The calculated bowing parameter is b(x) =
(5.6 − 4.9x) eV, with a rms deviation of 0.02 eV. This finding
is a generalization of the bowing parameters of 3.6 eV and
4.8 eV [22,39], estimated from the available experimental data
for the fundamental energy gap of the two end components and
samples of 1-μm-thick BC2N (x = 0.5) films [43].

If the phase segregation results in domain sizes greater than
the cluster sizes, one single set of probabilities xj (x,T ) does
not represent the decomposed alloy in BN-rich and carbon-rich
phases. Each of these two phases has its own probability
distribution xj (x1,T ) and xj (x2,T ), respectively, where x1

and x2 are given by the T -x phase diagram in Fig. 3. If the
assumption that the domain sizes are not large enough so that
an alloyed system is still obtained, we can estimate Eg(x,T ) as
a weighted mean of the energy gaps of Eg(x1,T ) and Eg(x2,T )
of the carbon-poor and carbon-rich phases with respective
weights w1 and w2 [in Eq. (6)]. Since the weights w1 and w2

vary linearly with the average composition x, Eg(x,T ) should
vary linearly in the range x1 < x < x2 when phase segregation
effects are included. This fact is represented by the blue dashed
line in Fig. 7. However, our predictions of the energy gap as a
function of the composition for the different phase separation
regimes can also be useful for their identification, especially
considering the more recent experimental technique that shows
the possibility of controlling the domain sizes [8]. Recently,
experimental results have indicated that if domain sizes are
not controlled, distinct electronic properties corresponding to
graphene and h-BN phases can be verified in a phase-separated
system with composition about x = 44% [44].

As one can observe in Fig. 7, different energy gap values
are possible for different cluster configurations with the same
carbon concentration. This indicates that the use of a statistical
approach to account for disorder effects is mandatory due the
fact that a change of the atomic arrangement of atoms can result
in entirely different electronic properties. Therefore, the choice
of particular cluster configurations with a defined composition
might not properly represent the chemically disordered system
with an average composition x and composition fluctuations
derived within the GQCA formalism. For example, when
disorder effects are neglected and arbitrary arrangements are
taken as the representation of the (BN)1−x(C2)x alloy, some
results may suggest a nonmonotonic behavior of the energy
gap as a function of the composition [12], which is not verified
by our statistical approach.

The experimental results derived from optical absorption
measurements [39] are also displayed in Fig. 7 and require
further discussion. In Fig. 7 the shaded vertical regions
represent the range of composition of a stable alloy without
phase separation, and the horizontal ones their corresponding
energy gaps. We observe that for carbon concentrations below
the carbon solubility range, i.e., which gets into the shaded
region, the experimental data fall on the theoretical curve and
indicate a reduction of the energy gap with the increasing
C content. In the case of carbon-rich alloys, our theoretical
energy gap curve lies between the experimental findings [6,22].

However, for carbon concentrations above its solubility in
h-BN, where the phase separation occurs, the decrease of the
energy gap is much weaker than the estimated GQCA curve

035407-6



OPTICAL ABSORBANCE AND BAND-GAP ENGINEERING . . . PHYSICAL REVIEW B 95, 035407 (2017)

(the full blue line), and stays near from the shaded area. The
results can be explained in the light of the phase separation
process, which may change the light emission mechanism.
The light emission from the samples possibly comes from a
decomposed phase with large domain sizes, leading to carrier
localization, which explains why the energy gaps are larger
than the average predicted by the dashed curve. This reflects
the fact that investigation of such effects of phase segregation
on optical and electronic properties depends on the domain
sizes and shapes [13,37,44].

Optical measurements show two absorption edges for
(BN)1−x(C2)x alloys with different carbon concentrations
which can be associated with a carbon-rich and an h-BN-rich
phase [5,6]. The relative intensities of the peaks depend on
the alloy composition between the two end components, while
their positions do not change appreciably with x.

We compare the calculated optical absorbance spectra
AGQCA(ω,x,T ) [Fig. 8(a)] assuming only local composition
fluctuation effects and the absorbance spectra APS(ω,x,T )
[Fig. 8(b)] considering the phase segregation in the system.

FIG. 8. Optical absorbance as a function of the wavelength for
(BN)1−x(C2)x alloys with different carbon compositions. The red
(black) full line stands for the carbon-rich (BN-rich) phase for
comparison with intermediate compositions x = 0.65 and x = 0.84,
represented by green and blue lines. The absorption spectra predic-
tions are calculated considering local composition fluctuations (a)
and complete phase segregation (b). The independent-quasiparticle
approximation and HSE06 treatment are applied. The statistical
weights are calculated considering a typical growth temperature of
T = 1600 K.

The optical absorbance of the carbon-rich and BN-rich phases
have distinct pronounced absorbance peaks in the considered
wavelength region [5]. The peak of the carbon-rich phase at
low wavelengths is associated with π -π∗ transitions at the M
points in the Brillouin zone of graphene [6,45], while the peak
of the BN-rich phase is associated with the optical transitions
between valence and conduction bands of h-BN in the UV
region at the K and M points. In the long-wavelength limit
the absorption almost vanishes for the h-BN-rich phase due to

FIG. 9. Measured [6] (red solid line) and calculated (black solid
line: HSE06, black dotted line: DFT-PBE) optical absorbance for
(BN)1−x(C2)x with x = 0.02 (a), 0.10 (b), and 0.27 (c). The calcu-
lations have been performed within the independent-(quasi)particle
approximation and assuming complete phase separation.
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large gap, approaching 6 eV. On the contrary, in the case of the
graphene-rich phase the in-plane absorbance reaches a value
πα (α is the Sommerfeld fine structure constant). This has
been demonstrated experimentally [46] and theoretically [47].
It goes back to the linear bands of graphene forming Dirac
cones at the K and K′ points in the Brillouin zone [35,47].

The difference between the blue and green lines in Fig. 8(a)
and Fig. 8(b) for average composition x = 0.65 and x = 0.84
shows a very strong effect of phase decomposition on the ab-
sorbance spectrum of alloys with intermediate compositions.
When small clusters and composition fluctuations are assumed
in Fig. 8(a), clusters with intermediary composition and lower
fundamental energy gap are favored. Therefore, besides a
reduction of the intensity of the graphene absorption peak
additional redshifted absorption peaks appear, which however
are not experimentally observed [5,6]. Otherwise, if the phase
segregation is considered as in Fig. 8(b), the absorbance spectra
APS(ω,x,T ) are given by a weighted mean between the spectra
of the two segregated phases and have the same qualitative
behavior as the experimental findings [5,6].

Because of the tendency for compensation of quasiparticle
and excitonic effects [48] the measured peaks appear between
the HSE06 and DFT-PBE curves, as depicted in Fig. 9. Also
the number of peaks (or shoulders) agrees in the experimental
and theoretical spectra. Differences in intensities may be traced
back to the fact that in calculations a substrate with refraction
index 1, i.e., vacuum, has been assumed. The best qualitative
agreement with respect to the line shape can be verified for the
sample with x = 0.27.

Our results confirm the strong evidence for the
(BN)1−x(C2)x phase segregation in the measured absorbance
spectra. The absorption peak associated with carbon-poor
phase is less pronounced than in the experiment due the neglect
of excitonic effects [49], which enhances the absorption
peak observed at about 200 nm in h-BN in particular due

to the formation of exciton bound states with energies of
5.822 eV [50].

IV. SUMMARY

In summary, ab initio calculations have been combined
with a rigorous statistical approach based on cluster expansion
to study the effects of disorder, phase segregation, and
composition fluctuations on (BN)1−x(C2)x monolayer alloy
properties. We verified that the lattice parameters of the alloy
follow Vegard’s law and that there is no appreciable layer
buckling. The strong tendency for phase separation that has
been observed experimentally for intermediate compositions
has been confirmed constructing the temperature-composition
phase diagram. Electronic properties have been calculated
using a state-of-the-art hybrid functional on the most statisti-
cally relevant cluster configurations. Concerning the electronic
properties, we evaluate the energy gap and find that our
results are in very good agreement with the experimental
findings for the composition range in which the alloys are
stable. The seemingly contradicting experimental findings for
graphene above its solubility are explained in light of the
phase separation process. We developed a methodology to
obtain the optical absorbance spectra considering the phase-
separated alloys within the GQCA statistical approach. The
absorption results in a double peak, disregarding excitonic
effects, showing very good agreement with experimental
findings.
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[50] B. Arnaud, S. Lebègue, P. Rabiller, and M. Alouani, Phys. Rev.

Lett. 96, 026402 (2006).

035407-9

https://doi.org/10.1103/PhysRevB.36.4279
https://doi.org/10.1103/PhysRevB.36.4279
https://doi.org/10.1103/PhysRevB.36.4279
https://doi.org/10.1103/PhysRevB.36.4279
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1063/1.4921931
https://doi.org/10.1063/1.4921931
https://doi.org/10.1063/1.4921931
https://doi.org/10.1063/1.4921931
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1016/0927-0256(96)00008-0
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.78.1396
https://doi.org/10.1103/PhysRevLett.78.1396
https://doi.org/10.1103/PhysRevLett.78.1396
https://doi.org/10.1103/PhysRevLett.78.1396
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.78.125116
https://doi.org/10.1103/PhysRevB.78.125116
https://doi.org/10.1103/PhysRevB.78.125116
https://doi.org/10.1103/PhysRevB.78.125116
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.2204597
https://doi.org/10.1063/1.2204597
https://doi.org/10.1063/1.2204597
https://doi.org/10.1063/1.2204597
https://doi.org/10.1103/PhysRevB.53.9797
https://doi.org/10.1103/PhysRevB.53.9797
https://doi.org/10.1103/PhysRevB.53.9797
https://doi.org/10.1103/PhysRevB.53.9797
https://doi.org/10.1103/PhysRevB.73.045112
https://doi.org/10.1103/PhysRevB.73.045112
https://doi.org/10.1103/PhysRevB.73.045112
https://doi.org/10.1103/PhysRevB.73.045112
https://doi.org/10.1088/1367-2630/16/10/105007
https://doi.org/10.1088/1367-2630/16/10/105007
https://doi.org/10.1088/1367-2630/16/10/105007
https://doi.org/10.1088/1367-2630/16/10/105007
https://doi.org/10.1103/PhysRevB.87.155108
https://doi.org/10.1103/PhysRevB.87.155108
https://doi.org/10.1103/PhysRevB.87.155108
https://doi.org/10.1103/PhysRevB.87.155108
https://doi.org/10.1103/PhysRevB.88.235425
https://doi.org/10.1103/PhysRevB.88.235425
https://doi.org/10.1103/PhysRevB.88.235425
https://doi.org/10.1103/PhysRevB.88.235425
https://doi.org/10.1103/RevModPhys.74.11
https://doi.org/10.1103/RevModPhys.74.11
https://doi.org/10.1103/RevModPhys.74.11
https://doi.org/10.1103/RevModPhys.74.11
https://doi.org/10.1063/1.4867641
https://doi.org/10.1063/1.4867641
https://doi.org/10.1063/1.4867641
https://doi.org/10.1063/1.4867641
https://doi.org/10.1002/chem.200902478
https://doi.org/10.1002/chem.200902478
https://doi.org/10.1002/chem.200902478
https://doi.org/10.1002/chem.200902478
https://doi.org/10.1103/PhysRevA.43.3161
https://doi.org/10.1103/PhysRevA.43.3161
https://doi.org/10.1103/PhysRevA.43.3161
https://doi.org/10.1103/PhysRevA.43.3161
https://doi.org/10.1007/BF01349680
https://doi.org/10.1007/BF01349680
https://doi.org/10.1007/BF01349680
https://doi.org/10.1007/BF01349680
https://doi.org/10.1103/PhysRevLett.77.187
https://doi.org/10.1103/PhysRevLett.77.187
https://doi.org/10.1103/PhysRevLett.77.187
https://doi.org/10.1103/PhysRevLett.77.187
https://doi.org/10.1016/j.carbon.2016.06.091
https://doi.org/10.1016/j.carbon.2016.06.091
https://doi.org/10.1016/j.carbon.2016.06.091
https://doi.org/10.1016/j.carbon.2016.06.091
https://doi.org/10.1103/PhysRevLett.101.196405
https://doi.org/10.1103/PhysRevLett.101.196405
https://doi.org/10.1103/PhysRevLett.101.196405
https://doi.org/10.1103/PhysRevLett.101.196405
https://doi.org/10.1126/science.1156965
https://doi.org/10.1126/science.1156965
https://doi.org/10.1126/science.1156965
https://doi.org/10.1126/science.1156965
https://doi.org/10.1103/PhysRevB.87.035438
https://doi.org/10.1103/PhysRevB.87.035438
https://doi.org/10.1103/PhysRevB.87.035438
https://doi.org/10.1103/PhysRevB.87.035438
https://doi.org/10.1103/PhysRevLett.103.186802
https://doi.org/10.1103/PhysRevLett.103.186802
https://doi.org/10.1103/PhysRevLett.103.186802
https://doi.org/10.1103/PhysRevLett.103.186802
https://doi.org/10.1038/nmat1134
https://doi.org/10.1038/nmat1134
https://doi.org/10.1038/nmat1134
https://doi.org/10.1038/nmat1134
https://doi.org/10.1103/PhysRevLett.96.026402
https://doi.org/10.1103/PhysRevLett.96.026402
https://doi.org/10.1103/PhysRevLett.96.026402
https://doi.org/10.1103/PhysRevLett.96.026402



