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Pressure- and temperature-driven phase transitions in HgTe quantum wells
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We present theoretical investigations of pressure- and temperature-driven phase transitions in HgTe quantum
wells grown on a CdTe buffer. Using the eight-band k · p Hamiltonian we calculate evolution of energy-band
structure at different quantum well widths with hydrostatic pressure up to 20 kbars and temperature ranging up
to 300 K. In particular, we show that, in addition to temperature, tuning of hydrostatic pressure allows us to
drive transitions between semimetal, band insulator, and topological insulator phases. Our realistic band-structure
calculations reveal that the band inversion under hydrostatic pressure and temperature may be accompanied by
nonlocal overlapping between conduction and valence bands. The pressure and temperature phase diagrams are
presented.
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I. INTRODUCTION

Almost a decade ago a new class of materials, so-called
topological insulators (TIs), was predicted [1,2]. TIs possess
a band gap for the bulk states and gapless edge states. These
edge states are protected against single-particle perturbations
by time-reversal symmetry [1–6]. TI systems can be found in
materials, in which the conduction and valence bands have
opposite parity and a change in the band ordering occurs
[4].

The first TIs discovered were based on HgTe/Cd(Hg)Te
quantum wells (QWs) [4,5]. This two-dimensional (2D)
system can be tuned from the trivial band insulator (BI) to the
2D TI phase by changing the QW width d. The origin of the
2D TI phase is caused by the inverted band structure of HgTe,
which leads to a peculiar size quantization in HgTe/Cd(Hg)Te
QWs. Specifically, as d is varied, the lowest 2D sub-band,
formed by coupling of conduction-band (�6) states with
light-hole (�8) states and defined as an electronlike level (E1
sub-band), crosses the top sub-band of heavy-hole (�8) states
(H1 sub-band) [4]. When d exceeds the critical width dc the
E1 sub-band falls below the H1 sub-band and the 2D system
has inverted band structure [see Fig. 1(c)]. The critical width
also depends on the crystallographic orientation and buffer
material, on which the QW is grown. For HgTe/Cd0.7Hg0.3
QWs grown on a CdTe buffer, dc ≈ 6.5 and 6.3 nm for
(001) and (013) orientations, respectively. In narrow HgTe
QWs (d < dc), a conventional alignment of electronic states
(CdTe-like) with BI phase can be obtained [see Fig. 1(a)].
Thus, a topological phase transition occurs at the critical
thickness dc, at which the band gap is absent and the system
is characterized by the linear dispersion of massless Dirac
fermions [7].

In wide HgTe/Cd(Hg)Te QWs the side maximum of the
valence band overlaps with the conduction band [see Fig. 1(e)],
while d = dSM corresponds to the indirect gapless state
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[Fig. 1(d)]. A semimetal (SM) phase at d > dSM is then formed
when the Fermi level crosses both the valence and conduction
bands [8–10]. Recent finding proves [8,9] that the SM phase
is a universal property of wide HgTe QWs independent of
the surface orientation. Additionally, the overlapping of the
valence and conduction bands, thus the SM phase, is very
sensitive to the strain effects [9] caused by the lattice mismatch
of HgTe and CdTe.

A reliable fingerprint of the band inversion is the charac-
teristic behavior of a particular pair of Landau levels (LLs),
so-called zero-mode LLs [5,7], under applied magnetic field
B. Below a critical field value Bc, the lowest zero-mode
LL has electronlike character and arises from the valence
band, while the highest zero-mode LL has a heavy-hole-like
character and splits from the conduction band. In these
inverted band conditions, the topological edge states are still
present, although they are no longer protected by time-reversal
symmetry [11–13]. With increasing magnetic field, the zero-
mode LLs cross each other at B = Bc. Above this magnetic
field value the band structure becomes normal and only the
trivial quantum Hall insulator can be found.

The changing of external parameters may offer an effective
way for fine tuning of phase transition between BI, TI, and
SM phases keeping intrinsic parameters of the QW. The latter
can be highly desirable for future topological devices [14]. It
has been recently demonstrated that a transition between BI
and TI phases can be either driven by electric field [15,16],
applied along the growth direction, or driven by temperature
[17,18]. However, the mentioned works were focused on the
evolution of the band structure due to transition between BI
and TI phases only, while temperature and electric field effects
in the SM phase were ignored.

In this work, we are not only focused on temperature
effects on the nonlocal band structure but also propose to use
hydrostatic pressure for fine tuning of the transitions between
BI, TI, and SM phases. We discover that at reasonable values
of hydrostatic pressure and temperature, the band inversion at
the � point of the Brillouin zone does not lead to the formation
of the TI phase in HgTe QWs. We also show the evolution of
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FIG. 1. Typical band structure of (001)-oriented HgTe QWs at zero temperature and at different QW width: (a) BI phase, d < dc, (b) Dirac
cone, d = dc, (c) TI phase d > dc, (d) gapless state, d = dSM, and (d) SM phase, d > dSM. The electronlike E1 sub-band is shown in blue,
while red curves correspond to the heavy-hole sub-bands. In the panels (d) and (e), the E1 sub-band lies significantly lower in energy. Here, we
do not differ the TI state, in which the band gap is defined by the gap between H1 and E1 sub-bands, and TI states, in which the E1 sub-band
lies below several heavy-hole-like sub-bands [19].

the critical magnetic field Bc with pressure and temperature in
HgTe QWs of different width.

II. THEORETICAL BASIS

To describe the sub-band nonparabolicity [7,8,10,20] and
the spin-orbit interaction effects in HgTe QWs, we use the
eight-band k · p Hamiltonian for the envelope wave functions,
which takes into account the interaction between �6, �8, and
�7 bands. Further, we consider QWs grown on the [0lk] plane
(l and k are integer numbers), which includes the most
prevalent cases of (001)- [5–7,18,20] and (013)-oriented
[8,10,21,22] structures. We note that the previously reported
six-band k · p Hamiltonian [23,24] for general (0lk) orienta-
tion considers only �6 and �8 bands and includes interaction
with the �7 band only via the second-order perturbation theory.

Although electronic states in HgTe QWs can be indeed
qualitatively described by the six-band k · p Hamiltonian,
to calculate quantitative values of hydrostatic pressure and
temperature, corresponding to the transition between BI, TI,
and SM phases, we also include the �7 band in the Hamil-
tonian. The latter has significant effect on the electronlike
states in HgTe QWs [25], while for the band structure of the
bulk HgCdTe-based materials, effect of the �7 band can be
neglected [26].

The matrix elements of the eight-band k · p Hamiltonian
depend on momentum operators kx , ky , and kz; conduction-
and valence-band edges Ec(z) and Ev(z); spin-orbit energy
�(z); Kane energy EP ; and the modified Luttinger parameters
γ1, γ2, γ3, κ , and F . We also take into account effects of strain,
resulting from mismatch of the lattice parameters in the given
layer of heterostructure aL and the buffer a0. The strain terms in
the Hamiltonian include the hydrostatic ac and av and uniaxial
b and d deformation potentials, as well as the strain tensor with
components εij . In the work, we focus on HgTe/Cd0.7Hg0.3Te
QWs grown on a CdTe buffer. The explicit form of the eight-
band k · p Hamiltonian is given in Ref. [25]. We should point
out that we have neglected in our Hamiltonian the linear-in-k
terms, resulting from the bulk inversion asymmetry (BIA) in
bulk zinc-blende crystals [27]. In the models with BIA [22], the
crossing between zero-mode LLs at Bc is avoided. The latter
gives rise to specific behavior of magneto-optical transitions
from the zero-mode LLs in the vicinity of critical magnetic

field [10,22,28]. If magnetic field either exceeds Bc or remains
significantly lower than the critical field, effects of BIA are
negligible. Further, effects of BIA are therefore ignored.

To perform band-structure calculations of HgTe/Cd(Hg)Te
QWs at different values of hydrostatic pressure P and
temperature T , we take into account the dependencies of all
relevant band parameters and the changes in the valence-band
offset (VBO) � between HgTe and CdTe. The VBO defines
the misalignment of energy-band gaps in adjacent layers of the
QW. By setting the energy of �8 band at k = 0 in unstrained
bulk HgTe to zero, � equals to the valence-band edge Ev(z) in
the given layer. According to Latussek et al. [29] and Becker
et al. [30] � has a linear dependence on P and T :

�(P,T ) = �0 + βP P + βT T , (1)

where �0 is the VBO at T = 0 and P = 0 (counted from
atmospheric pressure), while βP and βT are independent of
pressure and temperature. It is worth noting that βP is known
only for VBO between HgTe and Cd0.7Hg0.3Te [29]. Thus, by
assuming βP to vary linearly with x for CdxHg1−xTe alloy, we
extract the value for VBO between HgTe and CdTe.

Normally the pressure dependence of the band gap Eg =
Ec − Ev in bulk materials is analyzed by means of a quadratic
equation:

Eg(P,T ) = E(0)
g (T ) + α0P + α1P

2, (2)

in which α0 and α1 depend on the range of pressures over
which the analysis is conducted [29]. Previously, α0 and α1 for
bulk HgTe have been determined from pressure dependence of
inter-sub-band transitions in HgTe/Cd0.7Hg0.3Te superlattices
at P < 2.5 GPa [29]. By analyzing experimental results, α0

and α1 were obtained to be equal to 87.2 meV/GPa and
−4.61 meV/GPa2, respectively. For bulk CdTe, in accordance
with Eqs. (7) and (8) in Ref. [29], we set α0 and α1 to
81.0 meV/GPa and −4.96 meV/GPa2, respectively. The
temperature dependence of E(0)

g (T ) on x for CdxHg1−xTe
alloy is determined from the empirical expression according
to Laurenti et al. [35].

Previous studies have shown pronounced dependence of
overlapping between valence and conduction bands on lattice-
mismatch deformation in the SM phase in wide HgTe QWs [9].
Therefore, to describe the temperature and pressure effects on
electronic states in the SM phase, one should accurately take
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TABLE I. Band parameters for HgTe and CdTe independent of hydrostatic pressure and temperature.

Parameters CdTe HgTe Parameters CdTe HgTe

α0 (meV/GPa) 81a 87.2a α1 (meV/GPa2) −4.96a −4.61a

βT (meV/K) 0.4b 0 βP (meV/GPa) 35.7c 0
�0 (eV) −0.57 0 a300K (Å) 6.4823d 6.4615d

� (eV) 0.91 1.08 F 0 −0.09
EP (eV) 18.8e 18.8e κ −1.31 −0.4
dc11/dP 4.44f 3.30g γ1 1.47 4.1
dc12/dP 2.62f 4.10g γ2 −0.28 0.5
dc44/dP 1.92f −0.12g γ3 0.03 1.3
ac (eV) −2.925 −2.380 av (eV) 0 1.31
b (eV) −1.2 −1.5 d (eV) −5.4 −2.5

aRef. [29].
bRef. [30].
cCalculated by using results of Ref. [29].
dRef. [31].
eRecent results [32] show temperature independence of EP in HgCdTe alloys.
fCalculated by using results of Ref. [33].
gRef. [34].

into account the dependence of elastic constants and lattice
parameters on P and T . In this paper, the elastic constants cij

are assumed to have linear dependence on P [33,34]:

cij (P,T ) = c
(0)
ij (T ) + P

dcij

dP
, (3)

while the temperature dependencies of c
(0)
ij (T ) describe experi-

mental data [31]. Here, dcij /dP are assumed to be independent
on P and T . The linear dependence on P in Eq. (3) allows us
to use Murnaghan’s equation of state for changing in the lattice
parameter aL in the given layer with hydrostatic pressure:

aL(P,T ) = a
(0)
L (T )

[
1 + P

B ′
0

B0(T )

]−1/3B ′
0

, (4)

where B0(T ) = (c11(T ) + 2c12(T ))/3 is the bulk modulus and
B ′

0 = (dc11/dP + 2dc12/dP )/3.
Temperature dependence of a

(0)
L (T ) is obtained by solving

the differential equation

α(T ) = 1

a
(0)
L (T )

da
(0)
L (T )

dT
(5)

with condition

a
(0)
L (300K) = a300K.

Here α(T ) is the thermal expansion coefficient, taken from
experimental data [31]. Other band-structure parameters for
HgTe and CdTe, which are supposed to be independent on
T and P , are listed in Table I. As in Ref. [20], the band
parameters are assumed to be a piecewise function along the
growth direction and to vary linearly with x in CdxHg1−xTe
alloy.

III. RESULTS AND DISCUSSIONS

A. Topological insulator phase

Inversion of electronic sub-bands at the � point and nonzero
band gap are essential for a formation of TI phase in HgTe QWs

[4,5]. Therefore, we first focus on the effect of changing of the
sub-band ordering with hydrostatic pressure and temperature.
The top panels in Fig. 2 present energies of the electronlike E1;
the heavy-hole-like H1, H2, H3; and the light-hole-like LH1
sub-bands at the � point as a function of P and T , calculated
for 8-nm HgTe/Cd0.7Hg0.3Te QWs. This figure shows the
similarity of pressure and temperature effects on the band
ordering.

FIG. 2. (a,b) Band edge of the electron-like E1; the heavy-hole-
like H1, H2, and H3; and the light-hole-like LH1 sub-bands at the �

point in 8-nm HgTe/Cd0.7Hg0.3Te QWs as a function of hydrostatic
pressure (a) and temperature (b). (c,d) Dependence of critical pressure
Pc and temperature Tc, at which the Dirac cone in the � point arises
[see Fig. 1(b)], as a function of d for HgTe/Cd0.7Hg0.3Te QWs. In all
the panels, solid curves represent the calculations for (001)-oriented
QWs, while the dashed curves correspond to the structures grown on
the [013] plane.
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At small values of P and T , the band structure remains
inverted and TI phase in HgTe QW survives. However, strong
pressure and temperature dependence of the E1 sub-band
results in the crossing between E1 and H1 sub-bands at some
critical values of pressure Pc and temperature Tc. In this case,
energy dispersion in the vicinity of the � point is linear
in quasimomentum [see Fig. 1(b)], and further increasing
of P and T puts the HgTe QW into BI phase with direct
band ordering. The difference in Pc and Tc for (001)- and
(013)-oriented QWs is mostly related with lattice-mismatch
strain, which also depends on the growth direction [see Eq. (3)
in Ref. [25]]. Two bottom panels in Fig. 2 demonstrate that
both Pc and Tc have a strong nonlinear dependence on the
QW width. Moreover, Pc and Tc depend on temperature and
pressure, respectively; both quantities significantly decrease
with T and P at given QW width.

As mentioned above, the band inversion at the � point leads
to the crossing of zero-mode LLs in critical magnetic field Bc

[5,7]. If the B > Bc, HgTe QW has a direct band ordering,
while below Bc the band structure remains inverted and the
helical edge state still exists [11–13]. The top panel in Fig. 3
shows LLs in the (001) HgTe/Cd0.7Hg0.3Te QW calculated for
zero P and T values. The numbers over the curves correspond
to the LL indices [25]. Two red curves are the zero-mode LLs,
which are identified within a simplified approach, based on the
2D Dirac-type Hamiltonian [4]. The panel below displays Bc

as a function of QW width d for the (001)- and (013)-oriented
QWs for zero pressure and temperature.

The bottom panels in Fig. 3 show the dependence of Bc on
P and T for the 8- and 12-nm QWs of different orientations. It
is seen that critical magnetic field decreases with pressure and
temperature. The latter is related with the collapse of the gap
between E1 and H1 sub-bands, if pressure and temperature
tend to Pc and Tc, respectively (see Fig. 2). Above Pc and
Tc, the band structure is direct and the zero-mode LLs are not
crossed [7].

So far, we have considered ordering of electronic sub-bands
in HgTe QWs in the vicinity of k = 0, driven by hydrostatic
pressure and temperature. However, such local picture does
not account for all the electronic properties of HgTe QWs in
the TI phase. For instance, if the width d increases, the QW
has indirect band gap due to arising of the side maxima in the
valence band, whose positions depend on the growth direction
[36].

To illustrate the differences, arising in valence bands for
(001)- and (013)-oriented HgTe QWs, we provide a three-
dimensional plot of the band structure and contour lines for
the 8-nm QWs at P = 0 and T = 0 (see Fig. 4). For both
QWs, the conduction band has an isotropic energy-momentum
law. The valence band is anisotropic with four side maxima
shifted from the � point. However, the valence band in the
(013)-oriented QW is highly anisotropic even at small values
of quasimomentum. Due to low-symmetry growth orientation,
positions of the four side maxima in (013)-oriented QWs
depend also on the QW width. Thus, to calculate the values
of the indirect band gap in the (013)-oriented QW, one should
first find the crystallographic direction, corresponding to the
side maxima at given QW width.

On the other hand, positions of the maxima in the (001)
QWs are independent of the QW width. They always lie

FIG. 3. (a) Landau levels for (001)-oriented HgTe/Cd0.7Hg0.3Te
QWs of 8-nm thickness at T = 0 K and P = 0 kbar. A pair of zero-
mode LLs is shown by red curves. (b) A critical field Bc as a function
of QW width d at zero pressure and temperature. (c,d) A critical
field Bc as a function of hydrostatic pressure and temperature for
8- and 12-nm QWs. The solid curves in the panels (b–d) display
the calculations for (001)-oriented QWs, while the dashed curves
correspond to the (013)-oriented structures.

along (110), (1̄10), (11̄0), and (1̄1̄0) directions, which are all
equivalent. The latter is caused by the fact that anisotropic
terms in the eight-band k · p Hamiltonian for (001)-oriented
structures are independent of kz [20]. Because of the easier
calculations, we consider the pressure and temperature effects
on the nonlocal band structure only for (001)-oriented HgTe
QWs. Such effects for (013)-oriented QWs are expected to be
qualitatively the same. We want to stress that all the disparities
between different orientations are related with the valence
band. They concern two main characteristics: (i) positions of
the side maxima in the valence band and (ii) anisotropy of
energy dispersion in the valence sub-band at small quasimo-
mentum. However, detailed quantitative calculations for such
low-symmetry orientation are very time consuming.

Figure 5 shows indirect band gap in HgTe QWs of different
widths as a function of hydrostatic pressure and temperature.
It is clear that the band-gap evolution strongly depends on
the QW width. For the QWs with direct band gap, the band
gap increases with P and T : from the negative values if the
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FIG. 4. Band structure and contour lines for HgTe/Cd0.7Hg0.3Te QWs of 8-nm width, grown on (a) [001] and (b) [013] planes for T = 0
and P = 0. The E1 sub-band is shown in blue, and the red surface corresponds to the H1 sub-band. The x and y axes for the (001) QW are
oriented along (100) and (010) crystallographic directions, while for the (013) QW, the axes correspond to the directions of (100) and (031̄),
respectively.

band structure is inverted, and from the positive values in
the case of the band insulator phase. If HgTe QW is wide
enough, the system has an indirect band gap, which has a
weaker dependence on P and T than the gap at the � point
(see the 8-nm-thick QW). At specific values of pressure and
temperature, the side maxima in the valence band are placed
below the top at k = 0. Further increasing of P or T results
in rising of the band gap almost linearly with pressure and
temperature.

The indirect gap in the 12-nm HgTe QW equals to zero in a
wide range of pressure and temperature. This holds as long as
the gap at the � point does not vanish (see the dashed curves
in Fig. 5). Further increasing of P and T puts the system into
the BI phase with a sublinear dependence of the band gap on
hydrostatic pressure and temperature. We note that the gap
at the � point also features a nonmonotonic behavior, which
is related to swapping of E1 and H2 sub-bands. The indirect
band gap is very sensitive to the strain effects resulted from
difference in lattice constants in the QW, barriers, and buffer.

FIG. 5. The band gap in HgTe/Cd0.7Hg0.3Te QWs grown on a
(001) CdTe buffer as a function of (a) P and (b) T , calculated for
different QW widths. The negative band-gap values correspond to
inverted band structure. The dashed curve shows the evolution of the
gap at the � point.

For instance, a 12-nm HgTe/Cd0.7Hg0.3Te QW grown on a
CdTe buffer has zero indirect band gap at small values of P

and T (see Fig. 5), while for the QW grown on another buffer,
the band gap may be opened [18].

B. Semimetal phase

In wide HgTe QWs the indirect band gap vanishes and
the system is characterized by nonlocal overlapping between
conduction and valence bands. As mentioned above, the latter
case is called the SM phase [8,9]. Typically, it arises when the
E1 level lies below several heavy-hole-like sub-bands. Let us
now focus on the pressure and temperature evolution of the
overlapping between conduction and valence bands in the SM
phase.

For this purpose, we consider a 20-nm HgTe QW, in
which existence of the SM phase at low temperatures was
demonstrated in a number of experiments [8,9,37–39]. Figure 6
represents the calculations of nonlocal overlapping between
conduction and valence sub-bands as a function of P and
T . In contrast to the band-gap evolution, pressure and
temperature have different effects on the band overlapping.
Increasing of the pressure reduces the overlapping at T = 0,
while the temperature increases the overlapping values for
zero hydrostatic pressure. Variation of both P and T may
modify the evolution of overlapping significantly. The latter is
demonstrated by the red and blue curves in Fig. 6. It is seen that
at specific values of P and T , the band overlapping decreases
dramatically.

The origin of such decrease is related with a change of
the band structure from inverted into the normal one under
joint effect of pressure and temperature. Two bottom panels
in Fig. 6 show pressure and temperature evolution of the
overlapping and the band gap at the � point at T = 200 K
and P = 10 kbars, respectively. One can see that, at the values
of P and T , corresponding to the decreasing of the band
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FIG. 6. (a,b) Overlapping between conduction and valence sub-
bands in 20-nm HgTe/Cd0.7Hg0.3Te QWs, grown on a (001) CdTe
buffer as a function of (a) hydrostatic pressure and (b) temperature.
(c,d) Overlapping (black curves) and band gap at the � point (red
curves): (c) as a function of P for T = 200 K and (d) as a function of T

for P = 10 kbars. The negative overlapping values in the panels (c,d)
define the indirect band gap. The white-open regions are connected
with the BI phase, the striped regions correspond to the SM phase,
while the gray regions define the range of P and T with the inverted
band structure.

overlapping, the band-gap energy at the � point changes sign.
We note that the normal band ordering is defined by positive
band gap at the � point even if the indirect band gap equals
to zero. Thus, the white-striped regions in Figs. 6(c) and 6(d),
characterized by both positive values of the overlapping and
the gap at k = 0, correspond to the SM phase but with normal
band ordering.

The SM phase with direct band ordering, arising under
hydrostatic pressure and temperature, has not been predicted
before. Evolution of the band structure of the 20-nm HgTe
QW due to pressure-driven phase transition into this specific
phase at T = 200 K is shown in Fig. 7. It is seen that the

FIG. 7. Evolution of the band structure in 20-nm HgTe/
Cd0.7Hg0.3Te QWs, grown on a (001) CdTe buffer, at T = 200 K
with hydrostatic pressure: (a) P = 7.5 kbars (the SM phase with
inverted band structure); (b) P = 8.45 kbars (the SM phase with the
Dirac cone in the � point); and (c) P = 9.5 kbars (the SM phase with
direct band ordering). Electron-like and heavy-hole-like sub-bands
are shown in blue and red, respectively.

FIG. 8. (a) Pressure and (b) temperature phase diagram for (001)
HgTe/Cd0.7Hg0.3Te QWs, grown on a CdTe buffer. The solid curves
correspond to the arising of the Dirac cone at the � point. The dotted
curves conform to a formation of the gapless states, shown in Fig. 1(d).

band inversion at the � point is accompanied by nonlocal
overlapping of the conduction and valence bands. We note that
such phase transition cannot be described within the simplified
2D Dirac-type model [4], because it considers the bulk and
edge states only in the vicinity of k = 0. Moreover, any known
simplified 2D models [4,6,23,40] are not generally applicable
to this case. Therefore, even the qualitative picture of the edge
states in the SM phase is unknown.

Figure 8 presents pressure and temperature phase diagrams
for (001) HgTe/Cd0.7Hg0.3Te QWs grown on a CdTe buffer.
The white-open regions in all the panels correspond to the
insulator phases, while the striped regions are the SM phase
with the overlapping of conduction and valence bands. First,
it is seen that in a wide range of QW width d, tuning of
hydrostatic pressure and temperature allows one to drive
transitions between SM, BI, and TI phases. The second point is
that the TI phase in HgTe QWs exists only in the finite ranges of
P and T . Indeed, at given value of hydrostatic pressure, there
is a limit temperature above which the TI phase collapses
due to nonlocal overlapping between the conduction and
valence bands. Our calculations, performed for HgTe/
CdxHg1−xTe QWs at different values of Cd concentration x,
show that such limit temperature value does not exceed room
temperature. The diagrams in Fig. 8 evidence that variation of
d at high pressure and temperature drives the system from BI
into SM, avoiding a TI phase.

IV. CONCLUSIONS

With accurate calculations on the basis of the eight-band
k · p Hamiltonian, we have theoretically studied effect of
hydrostatic pressure and temperature on the band structure
and Landau levels in HgTe QWs, grown along (001) and
(013) crystallographic orientations. We have demonstrated that
variation of these two external parameters can be efficiently
used for driving transitions between semimetal, band insulator,
and topological insulator phases. We have shown the existence
of a topological insulator phase only in the finite range of P and
T . At high pressure and temperature, variation of HgTe QW
width drives the system from band insulator into the semimetal,
avoiding the topological insulator phase.

At specific values of pressure and temperature, our band-
structure calculations reveal that the band inversion in HgTe
QWs does not lead to formation of the topological insulator
phase due to accompanying nonlocal overlapping between
conduction and valence bands. The pressure and temperature
diagrams for (001) HgTe/Cd0.7Hg0.3Te QWs grown on a CdTe

245402-6



PRESSURE- AND TEMPERATURE-DRIVEN PHASE . . . PHYSICAL REVIEW B 94, 245402 (2016)

buffer have been presented. Our results provide a theoretical
basis for future magnetotransport and magnetospectroscopy
experimental works [41–43].
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