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Strain-induced g-factor tuning in single InGaAs/GaAs quantum dots
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The tunability of the exciton g factor in InGaAs quantum dots using compressive biaxial stress applied by
piezoelectric actuators is investigated. We find a clear relation between the exciton g factor and the applied stress.
A linear decrease of the g factor with compressive biaxial strain is observed consistently in all investigated dots.
A connection is established between the response of the exciton g factor to the voltage applied to the piezoelectric
actuator and the response of the quantum dot emission energy. We employ a numerical model based on eight-band
k · p theory to calculate the exciton g factor of a typical dot as a function of strain and a good agreement with our
experiments is found. Our calculations reveal that the change in exciton g factor is dominated by the contribution
of the valence band and originates from increased heavy hole light hole splitting when applying external stress.
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Quantum dots (QDs) [1] have often been suggested as
fundamental building blocks for future quantum technology,
as they can be exploited as sources of single photons or hosts
of quantum bits [2]. The single electrons and holes confined to
the QDs carry besides a charge also a spin, which can be used
to store and process information [3]. Coupling this spin to an
externally applied magnetic field leads to an energy difference
between the two spin states called the Zeeman splitting. This
splitting is generally linear for magnetic fields up to at least
10 T, the highest investigated value in this work. The Zeeman
splitting is characterized by the g factor which has a value of
2 for free electrons. However, in a semiconductor crystal the
g factor becomes a tensor [4]. The components of this tensor
can therefore differ greatly from the free electron g factor of
2. Gaining control over this g tensor is therefore valuable as it
implies gaining control of the Zeeman splitting and therewith
the spin states.

Moreover, the ability to tune at least one of the components
of the g tensor around zero allows for flipping spins [5]. The g

tensor depends on the exact electronic structure of the QD and
therefore also has a strong dependency on the size and shape of
quantum dots [6–8]. This implies that the g tensor in a QD can
be manipulated in situ by changing its electronic structure, for
instance by means of an externally applied electrical or elastic
stress field.

Efforts have been made to achieve g-tensor manipulation
using external electric fields in InGaAs QDs [9–11]. Here we
report the first observation of strain-induced tuning of the g

factor of an exciton confined to an InGaAs QD. In our work
we apply a magnetic field in the growth direction of the QDs
(Faraday geometry), yielding one of the diagonal components
of the g tensor, which from now on we will refer to as the
(out-of-plane) g factor.
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The effects of strain on the electronic structure of semicon-
ductor nanostructures have been extensively studied in the past,
both theoretically and experimentally [12–16]. Therefore it is
well known that strain profoundly modifies the band structure
in a bulk semiconductor material. The main effect is a shift of
the band offsets. Furthermore, for nonpurely hydrostatic strain
the degeneracy of the valence band is lifted due to a splitting
between the heavy hole and light hole bands. In this work we
show that the tuning of the exciton g factor can mainly be
ascribed to the latter effect.

Several methods to incorporate strain in a QD layer exist,
such as by embedding QDs in a bowed airbridge structure
[14] or by integrating the QD layer on piezoelectric material
[13,17]. The latter method is applied here.

The QDs are grown by solid source molecular beam epitaxy
(MBE) [17]. On a GaAs buffer layer we first deposit a 100-
nm-thick Al0.75Ga0.25As sacrificial layer, followed by a 150-
nm-thick layer of intrinsic GaAs. On top of this, the InGaAs
QDs are grown, which are then capped using an indium
flush technique [18] to a maximum height of 2.5 nm. The
resulting dots have an In concentration of 20%–40%. Finally,
the QDs are capped with a 150-nm-thick layer of intrinsic
GaAs. By optical lithography and subsequent deposition
an etch mask with gold rectangles of size 150 × 120 μm
is defined. After etching down to the sacrificial layer the
created membranes are released by underetching the AlGaAs
layer using HF. Using a flip-chip transfer onto a gold-coated
piezoelectric actuator we are able to transfer the membranes
to the piezo by gold thermocompression bonding, where the
two surfaces are merged by applying simultaneously both
force and heat. The used piezoelectric actuator consists of
[Pb(Mg1/3Nb2/3)O3]0.72-[PbTiO3]0.28 (PMN-PT).

Using a similar device, Trotta et al. [12] were able to vary
the in-plane strain ε‖ by as much as �ε‖ ∼ −0.4%, yielding
shifts in the QD emission energy of around 15 meV.

A schematic representation of the final sample structure
is shown in Fig. 1. The nanomembranes (green) containing
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FIG. 1. Schematic layout of the device structure. The InGaAs
QDs are embedded in an intrinsic GaAs membrane (green). By means
of gold thermocompression bonding this membrane is integrated on
top of a piezoelectric actuator, which is used to induce additional
biaxial compressive strain (indicated by the green arrows) in the QDs
by applying a voltage across the piezo. A magnetic field can be applied
in the growth direction of the QDs.

the QDs are bonded onto the piezoelectric actuator, which
allows us to induce variable strain by changing the voltage
(Vp) between the top and bottom surface of the piezo. Due
to the location of the electrodes and the initial poling of the
piezo we achieve biaxial compressive strain (ε‖) by applying
a positive voltage to the piezo, indicated by the green arrows.
Additional to the strain we are also able to apply a magnetic
field (B) parallel to the growth direction of the QDs with a
maximal magnitude of 10 T.

The use of a diffraction limited confocal microscope,
combined with the low QD density in our sample (�106 cm−2),
ensures we always illuminate at most one QD. The QDs are
excited using a 780 nm laser diode and the photoluminescence
(PL) signal originating from the recombined excitons is ana-
lyzed using a monochromator with a Si charge-coupled device
(CCD). The sample itself is mounted in a low temperature
cryostat. The cryostat also contains a liquid helium cooled
superconducting magnet, allowing application of magnetic
fields up to 10 T along the QDs growth axis.

We will now discuss the influence of strain on the PL signal,
which is shown in the left panel of Fig. 2. The X0 and 2X0

peaks were identified by the dependencies of their intensity
on the excitation density, which are linear and superlinear,
respectively. For this particular dot the 2X0 emission is at
an higher energy than the X0 emission, indicating a negative
relative biexciton binding energy. For these dots this binding
energy can be both positive and negative [12], causing the 2X0

emission to be higher in energy than the X0 emission in some
dots and lower in others. Both X0 and 2X0 lines are indicated
in Fig. 2 and their energies exhibit a linear shift as a function
of applied stress. The relation between the emission energy
and the applied voltage can therefore be written as

E(Vp) = E0 + γVp, (1)

where Vp is the voltage applied to the piezoelectric layer
and γ is the response of the emission energy to the applied
voltage in μeV/V. The response of the exciton (γX0 = 2.07 ±
0.01 μeV/V) and the biexciton (γ2X0 = 1.98 ± 0.01 μeV/V)
are very similar, but not exactly the same. As discussed in
detail in Ref. [13], these small differences can be accounted
for by the effects of strain on the confinement potential of
electron and holes confined in QDs and, as a consequence, on
their Coulomb interaction.

In the total range of voltages explored in our experiments
(0–500 V), the QD emission lines shift by ∼1 meV. Comparing
this result with the one achieved by Trotta et al. [17] using
very similar devices, and neglecting anisotropic stresses, we
estimate a change in strain of the order of −0.025%. This is less
than the maximum value achieved by Trotta et al., most likely
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FIG. 2. Left: PL spectra of a single QD as a function of voltage applied to the piezo, where the exciton (X0) and biexciton (2X0) lines are
indicated. A linear regression of the emission energy versus the applied voltage is depicted by the dashed lines. Right: PL spectra of the same
QD as a function of magnetic field. The dashed lines indicate the shift and splitting of X0 and 2X0 as a function of magnetic field. Note that the
red highlighted peaks have been enhanced five times to increase the visibility.
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FIG. 3. Exciton g factor of a single QD as a function of applied
voltage (e.g., compressive strain), with the linear regression (solid
line) and the error range (red area) indicated.

due to the bonding between the piezo and the nanomembranes
which can vary from sample to sample. It serves mainly as a
guideline to be used for the later calculations.

The right panel in Fig. 2 shows the change of the PL
spectrum with magnetic field strength. When exposed to a
magnetic field, the emission lines of QDs not only experience a
linear Zeeman splitting, but also a quadratic diamagnetic shift.
This diamagnetic shift originates from the circulating current
that is induced by the magnetic field, creating a magnetic
moment, which then couples back to the magnetic field. The
quantum dots emission energy E as a function of magnetic
field B is therefore given by

E(B) = E0 ± 1
2gexμBB + αdB

2, (2)

where E0 is the energy at zero magnetic field, gex is the exciton
g factor, μB is the Bohr magneton, and αd is the diamagnetic
coefficient.

The g factor is determined by fitting Eq. (2) to the data in
Fig. 2. As expected this reveals a linear behavior of the Zeeman
splitting as a function of magnetic field and for this particular
QD the exciton g factor is determined to be 2.158 ± 0.004.
For the other investigated dots, the g factors are of the same
order, ranging from 1.4 to 2.4.

The g factor can then be determined as a function of applied
stress, which is shown in Fig. 3. This reveals a linear decrease
with increasing compressive strain, which is consistent in all
investigated dots. The linear dependence reveals that (in the
investigated range) we can write the g factor as

gex(Vp) = g0 + χVp, (3)

where g0 is the exciton g factor at zero applied voltage and χ

is the response of the exciton g factor to the applied voltage.
In order to investigate a possible relation between the

response of the g-factor χ and the response of the emission
energy γ , Fig. 4 shows χ versus γ for the investigated dots. A
relation between the two entities is clearly visible: QDs where
the emission energy shows a larger response to strain also have
a more responsive g factor.

FIG. 4. g-factor response to applied voltage versus the emission
energy response for both the exciton and biexciton states of several
dots. The dashed lines indicate the respective linear fits. The solid
lines pair the excitons and biexcitons originating from the same QD.
The shaded areas represent the error ranges.

In general, a dependence exists between the emission
energy of a particular QD and its exciton g factor. The ratio
between χ/γ , which represents the change in exciton g factor
with emission energy, probes the derivative of this dependence
at a particular emission energy. Figure 4 thus demonstrates
that χ/γ is constant, which implies that the exciton g factor
depends linearly on the emission energy. A linear regression
reveals a linear dependency of χ/γ = 0.044 ± 0.009 meV−1

for the exciton and of χ/γ = 0.051 ± 0.006 meV−1 for the
biexciton. In Fig. 4 there seems to be a hint of a systematic
difference between χX0 and χ2X0 . When neglecting Coulomb
interactions and exchange effects, the biexciton g factor is
fully determined by the g factor of the final state, the exciton
[19]. In this approximation, the g factors of X0 and 2X0,
and their shift with strain, are therefore the same. Taking
into account the Coulomb and exchange interactions however,
small discrepancies between X0 and 2X0 may be introduced.

In order to better understand our experimental results,
we performed numerical calculations for a representative
structure, a lens-shaped In0.4Ga0.6As quantum dot with a
height of 2.5 nm and a radius of 10 nm, embedded in GaAs.
We computed the strain due to lattice mismatch on a cubic
grid using continuum elasticity theory. The single-electron
energies and wave functions were computed using a real-
space eight-band strain-dependent k · p model [20,21] on the
same cubic grid and using the strain calculated in the first
step. With derivatives of the envelope functions replaced by
finite differences on the grid, the Hamiltonian becomes a
large sparse matrix that was diagonalized using the Lanzcos
algorithm. Material parameters were taken from Ref. [22]
for T = 0. Parameters for In0.4Ga0.6As were determined by
linear interpolation between InAs and GaAs (Vegard’s law),
except when Ref. [22] provided bowing parameters (for Eg ,
�, γ3 − γ2, Ep, Ev , and ac). The g factors were determined by
computing the Zeeman energy splittings in a uniform magnetic
field, coupled to both the Bloch and envelope functions
[23,24]. Spurious midgap states [25,26] were eliminated by
including an optimized second-nearest-neighbor term [27].
The externally applied strain was included by introducing a
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FIG. 5. Change in band-edge energy (calculated values including
linear regression) of both the conduction and valence band in the bulk
(solid) and the QD (dashed) material as a function of applied strain. It
reveals an increase of the band gap in both materials, however larger
in the bulk material. The blue line shows the change in the splitting
between the heavy hole and light hole bands.

fictitious stressor material at the bottom of the computational
grid with a modified lattice constant. The stressor material
was given unphysically large elastic constants to ensure that
it was not deformed itself by the InGaAs/GaAs quantum dot
system. We verified that changing the stressor lattice constant
produced the expected biaxial strain in the GaAs immediately
above the stressor material. In our calculations the in-plane
strain is changed by a maximum value of −0.1%, which is
accompanied by an increase of the out-of-plane strain in the
opposite direction due to the Poisson effect.

To illustrate the effect of this external strain on the band
structure of both the bulk and QD material, Fig. 5 shows the
shift of the conduction and valence band edges in both cases.
The band edges shift linearly upwards over this range of strain,
with the conduction band showing a bigger increase than the
valence band, leading to an increase of the band gap energy
(∼5 meV). The band gap of the dot increases less (∼4 meV).
The blue line shows the splitting between the heavy and light
hole bands, which increases linearly with strain (∼3 meV).

These changes in the band structure will lead to a change
in the QD’s emission energy, which is shown in Fig. 6.
By fitting the calculated energies, γ is determined to be
2.37 ± 0.04 μeV/V, agreeing well with the previously found
experimental values. The small deviation is most likely due to
differences in the exact dot shape, size, and composition and
the estimation of the applied strain.

A magnetic field is then applied in the growth (001)
direction. It is confirmed that the Zeeman energy is indeed
linear in B for magnetic fields up to 10 T. Therefore only
one nonzero magnetic field calculation of the electronic

states is sufficient. Then using ge,h = E+
e,h−E−

e,h

μBB
the g factor

is determined for the electron and hole separately.
We now calculate the hole and electron g factors as a

function of strain, which are shown in Fig. 7. From the
definition of the g factors in our calculations, the exciton
g factor is given by the difference between the two; gex =
gh − ge. As the change in hole g factor is about 60 times

FIG. 6. Calculated energy for the exciton emissions as a function
of applied strain. A linear behavior is found as indicated by the
solid line, whose slope γ = 2.37 ± 0.04 μeV/V agrees well with the
experiment.

FIG. 7. Top: Calculated hole (open squares) and electron (solid
squares) g factor as a function of applied strain. The electron g

factor shows a linear increase, however small. The hole g factor
has a significantly larger linear strain dependence. The effect agrees
with the experiment both qualitatively and quantitatively. Bottom:
Composition of the wave function of the hole ground state as a
function of the applied strain, revealing that the change in g factor
originates from a change in light/heavy hole mixing.
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larger than the change in electron g factor we can conclude
that the change in exciton g factor is dominated by the
valence band contribution. The exciton g factor then shows the
same trend as observed in our experiments. From Fig. 7 the
value of χ can be determined to be (−1.21 ± 0.01)10−4 V−1.
As both χ and γ depend linearly on the applied strain,
the ratio between the two is completely independent of the
estimate of strain and therefore allows us to easily compare the
outcome of the experiment with the results of the calculations.
The ratio between χ and γ is then 0.051 ± 0.001 meV−1,
which is in good agreement with the experimental value we
observed.

As the exact value of the g factor is the result of the interplay
between the various bands and their mixing into the electron
and hole ground states, one must study the wave functions
of these states to find the origin of the observed change in
the g factor with strain. Here we will analyze only the wave
function of the hole ground state, as the strain dependence of
the electron g factor barely contributes to the observed change
in the exciton g factor. The bottom panel of Fig. 7 shows
the contribution of each of the bands (conduction, heavy hole,
light hole, and split-off) to the wave function of the hole ground
state versus the applied strain. The hole ground state is pre-
dominantly of heavy hole character, more than 94%, whereas
the light hole band contributes less than 5%. The contribution
of the conduction band is small, and more importantly, barely
affected by the applied strain. This indicates that the admixture
of the conduction band to the valence band states has no
significant effect. Instead, a decrease in the contribution of the
light hole band to the hole ground state with strain takes place,
due to an increased splitting between the light hole and heavy
hole states as depicted in Fig. 5. The decrease in the light hole

contribution is compensated by an increase in the heavy hole
contribution. We therefore conclude that the change in the g

factor originates from a change of light/heavy hole admixture
into the hole ground state.

In summary, we have investigated the effect of externally
applied strain on the exciton g factor of individual InGaAs
QDs. We observed a decrease of the exciton g factor
under compressive strain, a trend that was consistent in all
investigated dots and reproduced by calculations performed
with a numerical model based on strain-dependent eight-band
k · p theory. The calculation points out that the change in g

factor stems from a strain-induced change in the light/heavy
hole mixing. The observed changes in the exciton g factor
are significant, however relatively small (in the range of
several percent). As the strain-induced shift in the emission
energy is at least a factor of 15 smaller than what has been
reported in literature for similar devices [12,17], we expect
that the observed effect can be greatly enhanced. Using novel
devices an even larger tuning range will be possible [28–30].
By optimizing the size, shape, and composition of the dots,
we can enhance the valence band contribution and improve
even further. We therefore anticipate that by engineering QDs
exhibiting a small exciton g factor, tuning of this g factor
around zero can be achieved and used to gain control over the
spin. In a potential application the observed effect could be
utilized in combination with external electric fields, to control
the spins of the charge carriers using strain while using the
electric field to set the charge state of the QD.

This work is part of the Graduate Programme of the
Netherlands Organisation for Scientific Research (NWO),
Project No. 022.005.011.
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and O. G. Schmidt, Phys. Rev. Lett. 104, 067405 (2010).

[14] T. Nakaoka, T. Kakitsuka, T. Saito, S. Kako, S. Ishida, M.
Nishioka, Y. Yoshikuni, and Y. Arakawa, J. Appl. Phys. 94,
6812 (2003).
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