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Critical metal-insulator transition due to nuclear quantum effects in Mn-doped GaAs
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Mn-doped GaAs exhibits a critical metal-insulator transition at the Mn concentration of x.; ~ 1%. Our
self-interaction corrected first principles calculation shows that for Mn concentrations x = 1%, hole carriers are
delocalized in host valence states, and for x < 1%, holes tend to be trapped in impurity-band-like states. We
further show that for a finite range of concentrations around x; the system exhibits a nonadiabatic superposition

of these states, i.e., a mixing of electronic and nuclear wave functions. This means that the phase transition is
continuous, and its criticality is caused by quantum effects of the atomic nuclei. In other words, the apparently
electronic phase transition from the insulator to metal state cannot be described by electronic effects alone.
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Fundamental theories for metal-insulator transitions were
laid out half a century ago [1-4], but the electronic struc-
tures and correlations underlying such transitions remain
unknown. Ga;_,Mn,As exhibits a critical metal-insulator
transition at around Xx.i =~ 1% [5], accompanied with the
emergence of carrier-mediated ferromagnetism for metallic
samples with Mn concentrations x > 1% [6-8]. The carrier
holes, however, exhibit the duality of both being trapped
in impurity band states [9-13] and being delocalized in
conductive valence band states [7,8,14—17], leaving the ground
state of Ga;_,Mn,As unresolved [18]. Our first principles
calculation of Ga;_,Mn, As describes both types of hole states,
and shows that for a range of concentrations around x. the
system exhibits a nonadiabatic superposition of these states.
This means that electronic wave functions get correlated with
nuclear wave functions. Once the atomic nuclei are given a full
quantum mechanical treatment, we can generalize the theory
of excitonic insulators [3,19-21] (formally similar to the BCS
theory of superconductivity [22]) to describe the critical metal-
insulator transition of Ga;_,Mn,As. Now, neither the ground
state nor phase transition can be described without nuclear
wave functions, and the paradigm that electronic properties of
ametal or insulator can be described by its electrons falls apart.

First principles calculations of Ga;_, Mn, As support either
impurity band [23] or valence band [14,15] models, but are
prone to systematic failures [24] and have not been able to
reproduce experimentally observed wave functions [5,25,26].
In order to avoid these pitfalls, we apply a self-interaction
correction (SIC) [27] to our density-functional calculation
of Ga;_,Mn,As nearby the metal-insulator transition. This
SIC is implemented by a hole-state potential (A = 4.4 eV)
acting on As p electrons, chosen to satisfy the generalized
Koopmans’ condition [27]. We carry out our calculations using
the projector augmented-wave method implemented in the
VASP code [28] with the generalized gradient approximation
Perdew-Burke-Ernzerhof functional, including an on-site cor-
rection for Mn d levels (U = 3.9 eV and J = 1.0 eV) [29].
Plane waves are included up to the cutoff energy of 275 eV, and
atomic structures are relaxed until the forces on each atom are
below 0.005 eV/A. Our Ga,_,Mn,As systems are described
in cubic and fcc shaped supercells of 216 and 432 atoms with
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2x2x?2 and T-only Brillouin zone samplings, respectively.
One Ga atom in the center of the cell is replaced by Mn,
yielding Mn concentrations of x = 0.93% and x = 0.46%.

Our calculated hole states (shown in Fig. 1) exhibit
a bowtielike feature, as observed experimentally [5,25,26]
(Fig. 2). Previous attempts to describe Ga;_,Mn,As from
first principles yield symmetric hole distributions (see, e.g.,
Refs. [23,30]) with a triangular envelope function, and fail
to reproduce this bowtielike feature due to spurious self-
interaction errors in local-density functionals [24]. Previous
SIC calculations [31-34] have only studied very small systems
(<64 atoms), which is not sufficient for comparison with
scanning tunneling microscopy (STM) images. In addition to
reproducing the STM topographies, our very dilute systems
with x = 0.93% and x = 0.46% show two stationary states,
both of which exhibit similar bowtielike features in the (110)
plane, but differ in contrast [bright features labeled I shown
in Figs. 1(a)-1(d); less bright M in Figs. 1(e)-1(h)]. A similar
variation in brightness can be seen in the STM topographic
images of Richardella et al. [S] shown in Fig. 2; notice that the
relative abundance of the different brightness features seems
to vary with Mn concentration x.

Figure 3 shows the density of states (DOS) for the two
different adiabatic stationary state configurations 7 [Figs. 3(a)
and 3(b)] and M [Figs. 3(c) and 3(d)] for x = 0.93% (the
DOS for x = 0.46% show the same features). For either
state, the main Mn d contribution is about 4 eV below the
GaAs valence band edge (set as zero), well in agreement
with photoemission experiment [35]. The crucial difference
of I and M is shown in Figs. 3(b) and 3(d): The hole state
corresponding to the bright bowtie feature of 7 [Figs. 1(a)-1(d)
and 3(a) and 3(b)] is separated by a gap from the valence
continuum of states, whereas the hole state corresponding
to the less bright feature of M [Figs. 1(e)-1(h) and 3(c)
and 3(d)] is merged with the valence band. Thus, I is an
insulating state and M a metallic state; the M state agrees
well with the previous SIC calculation [31-34], but the [ state
has not been theoretically described before. The ionization
(acceptor) energy of the I state is 0.11 eV, which is in
excellent agreement with experimental observations [36]. For
both metallic and insulating states, the hole states (lowest
unoccupied states) contain a small admixture of Mn d orbitals,
but the main contribution is due to As p orbitals, as shown by
the projected DOS, given in Figs. 3(b) and 3(d). It is clear that
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FIG. 1. Local density of states (LDOS) of the unoccupied hole state in the (110) plane calculated for Mn concentration x = 0.93%. (a)—(d)
show the more bright feature 7; (e)—(h) the less bright feature M. (a) and (e) give the LDOS in the plane containing the Mn impurity (layer 0),

(b) and (f) in the layer above it (layer 1), and so on. Scale bars for size and LDOS (units e /AS) are given next to the panels.

both types of hole states are best described as host-derived
dangling-bond hybrid states [30], i.e., a d> + h configuration,
but their localization is markedly different. The hole state of
the metallic configuration M has a similar amplitude over the
four As neighbors of the Mn impurity, while the hole state of
the insulator configuration / is pronouncedly localized on one
of the neighboring As atoms.

At first glance, neither of the nuclear configurations Q; nor
QO wm, corresponding to the insulating state / and the metallic
state M, maintains the host 7; symmetry. The central unit of
Mn and its four neighboring As atoms have the C; and Cj3,
symmetries for the M and I states, respectively. O, has two
elongated Mn-As bonds and Q; one elongated Mn-As bond
[shown in the insets of Figs. 3(b) and 3(d)]. However, the
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FIG. 2. STM topography of in-gap states of Ga,_,Mn, As with (a)
x = 1.5% and (b) x = 5%. The purple and green triangles highlight
the first layer subsurface Mn impurities with brighter and less bright
contrasts, associated with / and M states, respectively. From Ref. [5];
highlights added by permission. Reprinted with permission from
AAAS.
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FIG. 3. Density of states (DOS) calculated for Mn concentration
x = 0.93% for (a), (b) insulating state I and (c), (d) metallic state M.
(a) and (c) show the majority and minority spin components (majority
above 0 and minority below). (b) and (d) show a magnification of the
majority spin around the valence band edge E = Ey (set as zero for
the horizontal axis). The black line shows the total DOS and the red
line the projected density of states (PDOS) on Mn d orbitals. (b) and
(d) also give the PDOS of As p orbitals of the As atoms neighboring
Mn; the PDOS in (b) and (d) are magnified by 10. The insets of
(b) and (d) show the Mn-As interatomic distances, and the different
shades of blue used for As p PDOS correspond to the different As
atoms indicated by the same color shade in these insets.
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FIG. 4. Adiabatic potential energy curve between metallic (M)
and insulator (/) states for (a) x = 0.93% and (b) x = 0.46%. The
horizontal purple lines in (a) and (b) indicate the zero-phonon energy,
and the curve above it is the corresponding wave function of nuclear
motion W™, The cartoon in (c) illustrates how the relative stability
of metallic (blue) and insulator (red) states evolve as a function of
Mn concentration x around the critical value Xy
C, state of M has six realizations {qbic “‘}le, which all have
the same energy, and we test their stability against structural
distortion. We distort the Cy structures towards 7, and find
a very flat adiabatic potential energy curve with a barrier of
only ~1 meV, so the metallic state wave function must be
described (nonadiabatically) as ¢™ = Z?:] ¢ic */+/6, which
effectively has the 7, nuclear geometry. The insulating / state,
as we show below, exhibits a more complex adiabatic potential
landscape, but can be stable against such structural distortions.
Our finding of two distinctly different d> + h configurations,
one of which is structurally distorted in the (111) direction, is
well in agreement with the electron spin resonance (ESR)
observation of two different d° + h configurations, one of
which is structurally distorted, reported by Masterov et al. [37].

Having found two stable minima, the next question is,
which one of them is the ground state. For x = 0.93%, the
metallic state is lower in energy by 41 meV, whereas for
x = 0.46%, the insulator state is lower by 23 meV. This
indicates that around 0.5% < x < 1% the system exhibits a
metal-insulator transition, as has been observed experimen-
tally [5,6,11-13,38]. This finding is further corroborated by
calculation of 128 and 64 atom supercells, corresponding
to x = 1.6% and x = 3.1%, which only exhibit the metallic
state. To elucidate the nature of this metal-insulator transition,
we calculate the adiabatic potential energy between metallic
and insulator states for x = 0.93% and x = 0.46%, shown in
Fig. 4. The reaction coordinate Q describes the positions of all
nuclei in the system, I and M corresponding to geometries for
the insulator and metallic states; all other points are obtained
by linear interpolation between these configurations, and the
potential energy values V(Q) are obtained by fixed geometry
calculations at the respective data points. For x = 0.93%
[Fig. 4(a)], M is the ground state, but / and M lie on
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the same double well V(Q), where at intermediate Q the
energy branches corresponding to /I to M merge and the
electronic structure smoothly transforms from I to M, with
a small energy barrier separating the configurations. For
x = 0.46% [Fig. 4(b)], however, [ is the ground state, and both
configurations have their own adiabatic energy branches V'’
and VM; VI < V™ also at Q corresponding to M, indicating
that M is metastable and may spontaneously decay into /.
This finding clarifies why the relative abundance of M states
compared with [ increases as Mn concentration increases, as
can be seen in Fig. 2.

The merging of the adiabatic energy branches and the tiny
energy barrier for x = 0.93% [Fig. 4(a)] suggests that the
system should be described by the superposition wave function
® = cydpM + c1¢p!, where ¢ and ¢! are wave functions of
the metallic and insulator states, respectively. We numerically

solve the Schrodingier equation [—ﬁ% + V()™ =
E; WM™ for nuclear motion along the adiabatic potential
energies V(Q) [39], obtaining the zero-point energies £y and
nuclear wave functions Wy, shown in Figs. 4(a) and 4(b).
Indeed, for x = 0.93%, the zero-point nuclear vibration energy
exceeds the potential barrier, and thus the system must
be described by the nonadiabatic superposition of metallic
and insulator states ® = cy(Q)oM + ¢;(Q)¢!, where the
coefficients are functions of the nuclear coordinates Q.
The evolution of the adiabatic potential energy landscape is
illustrated in the cartoon shown in Fig. 4(c), showing that the
expansion coefficients depend also on the Mn concentration
x, i.e., c; =c;(Q;x) and cy = cy(Q; x). For large x, ¢;
vanishes, and for small x, ¢, vanishes, but for a finite range of
x,both ¢;(Q) and c);(Q) are nonzero, and the system fluctuates
between the metallic and insulator states.

The metal-insulator transition occurs continuously via the
superposition state ® = cp(Q)¢M + ¢;(Q)¢! over the finite
range of Mn concentrations Xgj — 8 < X < X + 6/, where
both c;(Q; x) > 0and ¢y (Q,x) > 0. This type of critical Mott
transition was first described by Kohn: [3] For these x, the
system exhibits a series of excitonic phases [3,4,19-21,40]
and has a dielectric ground state formally similar to the BCS
ground state [22]. For the insulating state I, exciting an
electron to the gap level (forming an electron-hole pair, or
exciton) has a finite, nonzero activation energy E,. However,
as x approaches x.i and cp becomes finite, an excitonic
phase with a lower activation energy E, < E, emerges, viz.,
a charge density wave where the charge density fluctuates
between conductive and insulator states. At x.i we have
an infinity of such excitonic phases, and the activation
energy is replaced by the pseudogap A = 0 [40], as observed
experimentally [5,11-13]. Early work on excitonic phases
questioned the very existence of such phases, [20] because
changes in the conductive phase (metal versus insulator) must
be accompanied by lattice deformations, which may preclude
the existence of their superposition state in the adiabatic ap-
proximation. Our discovery of the nonadiabatic superposition
state ® = cy (Q)pY + ¢;(Q)¢’ in areal physical system thus
confirms that excitonic phases and excitonic insulators do exist.

For a periodic array of Mn impurities (such as in the present
calculation) the excitonic phases exhibit long range order
(|F — ¥'| = o0) [21], which explains the divergence in the
electron-electron correlation length at the pseudogap energy
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seen experimentally [5]. Of course the Mn impurities in
realistic experimental samples do not form a periodic array.
Both disorder of the impurity distribution and the presence
of compensating defects are expected to break some of the
charge density waves, which become replaced by random
fluctuations [40,41]. However, as discussed by Mott, disorder
does not essentially change the nature of the metal-insulator
transition: It is continuous due to correlation effects (superpo-
sition state ® = cy @M + c;¢’) rather than disorder effects,
and, near x.i some strong charge density fluctuations with
well-defined wave-number and long range order may remain
even in disordered systems [40]. In fact, randomness in Mn
substitution implies a fluctuation in the local Mn concentration
Xloc, and can be included in the present description by deter-
mining the wave-function coefficients c,; and ¢; based on xjo.
rather than the global Mn concentration [c; = ¢;(Q; Xjoc) and
cy = cp(Q; x10e), cf. disorder modified correlations [8,42]].
This implies that for global Mn concentrations much larger
or smaller than x.;;, local pockets can still have xjoc & Xcrit,
which must be described by the nonadiabatic wave function
D(0,r) = cp(Q; x100)M + ¢1(Q; X100 )’ . This is consistent
with the observations of (i) the coexistence / and M states for
a wide range of x (Fig. 2) and (ii) enhanced electron-electron
correlation length at the pseudogap energy even for Mn
concentrations as large as x = 5% [5].
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We have shown by first principles calculation that
Ga;_,Mn, As for small x is described by an insulator state with
holes trapped in localized impurity band states, and for large
x it is in a metallic state with holes delocalized in host valence
states. At the critical concentration 0.46% < x.5 < 0.93%,
Ga;_,Mn,As must be described by the nonadiabatic wave
function ®(Q,r) = cp(Q; x10c)P™ + c1(Qs1oc )¢', Where the
coefficients ¢y, and c¢; manifest nuclear quantum effects, and
oM and ¢! are electronic (adiabatic) wave functions. For the
finite range of Mn concentrations Xxcj — 8 < X < Xeje + 6
where both ¢y, and c¢; are nonzero, the system fluctuates
between the metallic and insulator states. Because these
fluctuations are due to nuclear quantum effects, x; and
the range parameters § and & should exhibit an isotope
effect, similar to BCS superconductors. Moreover, the formal
similarity between excitonic insulator and BCS theories
suggests that similar first principles calculations can also be
used for accurate descriptions of superconductors.
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