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We generalize the hierarchical equations of motion method to study electron transport through a quantum dot or
molecule coupled to one-dimensional interacting leads that can be described as Luttinger liquids. Such leads can
be realized, for example, by quantum wires or fractional quantum Hall edge states. In comparison to noninteracting
metallic leads, Luttinger liquid leads involve many-body correlations and the single-particle tunneling density of
states shows a power-law singularity at the chemical potential. Using the generalized hierarchical equations of
motion method, we assess the importance of the singularity and the next-to-leading order many-body correlations.
To this end, we compare numerically converged results with second- and first-order results of the hybridization
expansion that is inherent to our method. As a test case, we study transport through a single-level quantum
dot or molecule that can be described by an Anderson impurity model. Cotunneling effects turn out to be most
pronounced for attractive interactions in the leads or repulsive ones if an excitonic coupling between the dot and
the leads is realized. We also find that an interaction-induced negative differential conductance near the Coulomb
blockade thresholds is slightly suppressed as compared to a first-order and/or rate equation result. Moreover, we
find that the two-particle (n-particle) correlations enter as a second-order (n-order) effect and are, thus, not very
pronounced at the high temperatures and parameters that we consider.

DOLI: 10.1103/PhysRevB.94.235411

I. INTRODUCTION

Quantum dots and molecules offer unique opportunities
to design nanoelectronic devices and to understand funda-
mental properties of open quantum many-body systems such
as quantization, interference, exchange and nonequilibrium
effects [1-5]. Conventional studies focus on the coupling to
noninteracting leads, which is appropriate when the electrons
in the leads are Fermi liquids [6,7]. In contrast, interact-
ing electrons in a quasi-one-dimensional lead can organize
themselves into a Luttinger liquid giving rise to a unique set
of correlations and properties [8,9]. The importance of such
correlations on the corresponding transport properties can be
demonstrated by Kane-Fischer theory [10,11], which shows
that the conductance through a tunneling barrier vanishes if
it is attached to repulsive Luttinger liquid leads, yet becomes
perfect for attractive ones. Experimentally, it is challenging
to realize Luttinger liquid leads, while the interest in such
systems is growing due to possible realizations in quantum
wires [12—-15], or by the edge states of a fractional quantum
Hall system [16-20]. Thus it is very interesting to study the
(nonequilibrium) properties of such transport setups.

Transport with Luttinger liquid leads has been investigated
before [9,21-23]. Two Luttinger liquids separated by a
tunneling barrier were first studied by Kane and Fisher [10,11],
and later by others [24-33]. Fabrizio et al. [34] and Maurey and
Giamarchi [35] extended these studies by long-range Coulomb
interactions in the leads. Noninteracting structures or quantum
dots with a single level that replaces the tunneling barrier
of the latter studies were also considered [36—42], including
the dual, side-coupled case [43,44]. Here, the position of the
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energy level is crucial; a level aligned with the chemical
potential yields perfect conductance while the conductance
is zero otherwise. Transport with a single-level quantum dot,
which can be described by an Anderson impurity model has
been investigated by Andergassen et al. [45], where the authors
find that screening of the dot spin (Kondo physics) occurs
even in the presence of the power-law singularity inherent to a
Luttinger liquid [8,46]. These considerations were extended to
Coulombic dot-lead interactions by Elste et al. [47], revealing
a mechanism for negative differential resistance (NDR) at the
Coulomb blockade edge (similar to the NDR mechanisms
reported by Matveev and Larkin [48] and Dubi [49]). In
this work, we study the same model; we consider transport
through an Anderson impurity coupled to two Luttinger liquid
leads where all interactions are local and short-ranged. Note
that transport through more complex, multiorbital systems
has also been considered [50-54], including the effect of
electron-phonon interactions [55-57].

The early studies on the low-energy transport properties
of a tunneling barrier connected to Luttinger liquid leads are
based on analytic results. They have been derived either by
employing Bethe ansatz solution [29] or by bosonic [10,24] or
fermionic renormalization group [25,26,31,32]. Approximate
solutions on the more complex setups with double barrier or
quantum dot structures have been derived using rate equa-
tions [47,50-52], functional renormalization group [40,45],
equation of motion techniques [57], full counting statis-
tics [55], or nonequilibrium Green’s functions [53,54,56].
Numerically converged or exact results have become available
only recently. This includes a study of the tunneling barrier
case by density matrix renormalization group (DMRG) [33]
and an imaginary-time quantum Monte Carlo (QMC) scheme
where a quantum dot is described that is coupled to a single
Luttinger liquid lead [58]. Thus the number of numerically
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exact schemes that can be used to describe this transport setup
is very limited. This is in contrast to the transport setups with
noninteracting leads, where density matrix renormalization
group, [59-64] numerical renormalization group, [65-68]
multilayer multiconfiguration time-dependent Hartree the-
ory, [69,70] iterative [71-75] and stochastic path-integral
schemes [76—83] or the hierarchical quantum master equation
(HQME) method [84—89] have been employed.

In this paper, we extend the HQME framework to describe
transport with Luttinger liquid leads. The method was orig-
inally developed to describe finite quantum systems coupled
to a bosonic environment [90-92] and was later extended to
fermionic reservoirs [84,86,87,93]. The method is based on a
hybridization expansion that, for noninteracting leads, can be
systematically converged if the temperature of the environment
is not too low (for a single-impurity Anderson model,
the numerical effort becomes prohibitive below the Kondo
temperature) [87]. Thus higher-order processes between the
dot and the leads, and also correlations in the dot and the leads,
can be accounted for systematically. In parallel, a perturbative
analysis to a fixed, given order is also possible. We present
a scheme that allows to obtain converged results with respect
to single-particle correlations in the Luttinger liquid leads,
including the effect of the power-law singularity. The effect of
two- and n-particle correlations, however, is included only in
leading order. Thus our method represents an important step
towards a numerically exact scheme and allows us to estimate,
at least, the role of multiparticle correlations. In contrast to
DMRG or imaginary-time QMC, it also allows us to account
for the full nonequilibrium character of this transport problem.
As a standard example, we study the transport properties of a
single-level quantum dot or molecule that can be described by
the Anderson impurity model. For this model, we corroborate
previous results on NDR at the Coulomb edge [47], assessing
the role of cotunneling and beyond-second-order processes
and the role of two-particle correlations in the leads. Processes
beyond second-order and two-particle correlations turn out to
be negligible in the range of temperatures that we consider
(T > Txondo)-

The rest of the paper is organized as follows. In Sec. II,
the model that we study is introduced. In Sec. III, we
outline the derivation of the HQME with particular empha-
sis on the differences between the hierarchy construction
for noninteracting and interacting leads. We also compare
our new method with the rate equation scheme of Elste
et al. [47,94]. We present our results in Sec. IV, where
we discuss current-voltage characteristics in the steady
state for various interaction types and strengths in the leads.
The effects of two-particle correlations functions, which
become important when interactions in the leads are non-
negligible, are also discussed. We present our conclusions in
Sec. V. Technical details are outlined in the appendices.

II. MODEL

The model that we consider (see Fig. 1) is described by the
Hamiltonian

H=Huo+ Y (Hia+ H)- (1
a=L,R
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FIG. 1. Graphical scheme of the transport setup that we consider,
i.e., aquantum dot coupled to two, semi-infinite Luttinger liquid leads
with chemical potentials that differ by the applied bias voltage.

It includes a quantum dot (located at position x = 0) that can
be described by an Anderson impurity model with a spin-
degenerate level € and an on-dot Coulomb repulsion U,

Haw =€ ) ny+Unyny, @)
s=1.4

where n; = dj d; is the electron density with spin s, and dsm is
the dot annihilation (creation) operator with spin s.

The dot is coupled to two, semi-infinite Luttinger liquid
leads that terminate at x,—; g. We model the coupling between
the dot and the leads by a single-particle tunneling Hamiltonian

Ht‘lxln = Z / dx[’];(x)lﬁix(x)dx +H.cl], 3)

where 7,(x) is the tunneling amplitude and 1//93 (x) is the

electron annihilation (creation) operator in the lead «.
The integral fa covers the range from —oo to x; < 0 for
the left lead, and from xg > O to oo for the right lead. This
field-theoretical form of the tunneling Hamiltonian is often
used in the description of Luttinger liquid leads. It reduces to
a simpler form:

Hg,() =Y fl(ds + He, @)

where f2 is a creation (0 = +) and annihilation (o0 = —)

operator in the interaction picture defined as

fa;(Jr)(t) = ¢/ Hiad! (/ dx'];(x)l/fé?()()) e~ Hicaa!

~aT yN @),

®

if one considers tunneling amplitudes that are nonzero only
within a small range a at the edge of each lead. 7, and 1}& (1)
represent the average tunneling amplitude and field strength
over this small range, respectively.

The leads are, for example, Hubbard chains whose low-
energy properties can be described by an effective model of
a Luttinger liquid. We do not assume a specific form of a
microscopic Hamiltonian, because only the effective Luttinger
form is used in the following. We set the notation using the
bosonized Hamiltonian for an infinite lead [9]

1 o
Heg = Z g/dxl:u‘ij(Vgg)z + Iu(];

v=c,s

(V¢3)2} ©)

where ¢; . and 6; . are conjugate bosonic variables for spin
and charge sectors, u$ is the renormalized velocity of sound,
and K are Luttinger parameters. For a Hubbard chain, for
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example, the Luttinger parameter K is given by the on-site
interaction U, and the bare Fermi velocity vg , as

1

= . 7
14+ Uy/mtvpq @

(k2)*

We assume a SU(2) invariant system about spins, i.e., we set
the effective Luttinger constant K =1 and u{ is equal to
VF,o. The transformation formula from fermions to bosons is

was(-xyt) = Z Wurs(xst)
r=+

irkp.ax i o_pa a_pa
= Z nargeiﬂat ¢ eiﬁ [(r(bc 79( )+S(r¢r 76& )]
— V2ma

®

where r is the chirality of the fermion, and 5, is a Klein factor
taking care of the anticommutation relations among fermions.
I denotes the chemical potential of lead «.

An essential ingredient for the HQME is the correlation
function of the lead electrons at the dot-lead boundary, which
is calculated over the equilibrium density matrix of the leads
pr+r as () g = Trryr[pr+r - - - 1. Including the boundary
condition for the wave functions wz?(x > Xxp) = 1//1(;; x <
xg) = 0, the correlation functions at the dot-lead boundary
can be calculated as [47,50,94] (from now on we drop the
spatial dependence in the field operators)

CI(0) = (fLO L),

o NilvpaBe . [ —i8) ] ™
= [ye'7he! : h . O
‘ { 7a Sm[ Buli ]} ©

where T, = a|7,|*/m is the system-lead coupling and & =
—o0. § is a short-time cut-off, which we choose § = 1/ W,
with the bandwidth W, that determines the scale where the
fermionic dispersion can be considered linear, W, >~ vg 4 /a.
B is the inverse temperature of lead «. The parameter
Yo =1/(2KZ) + 1/2 determines the character and strength
of the interactions in the Luttinger liquid in the charge sector.
Y, greater (smaller) than 1 represents repulsive (attractive)
interactions in the Luttinger liquid. Elste et al. [47,95]
showed that a short-range excitonic (density-density) coupling
between the dot and the leads effectively renormalizes Y, to

(1-%Ve)  Kev2 1
2K7 + -, (10)

Y, =
“ w2

where V,, is the excitonic coupling strength. This means that an
originally repulsive lead, which is usually the case for quantum
wires and carbon nanotubes, can be effectively attractive. Thus
in the following we consider both repulsive and attractive
cases. The excitonic coupling also renormalizes the energy
€ and the interaction strength U, but we assume that such
effects are already included in these parameters.

We note that the correlation function, Eq. (9), gives a power-
law singularity in the single-particle tunneling density of states
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FIG. 2. Single-particle tunneling density of states, J(w), at the
edge of a Luttinger liquid lead for attractive (¥ = 0.8) and repulsive
interactions (Y = 1.2) with 7 =200 K and W =4 eV. I" is the
system-lead coupling strength.

at low frequencies and low temperatures,

L
T = [ ZeorcH@) + He.
oo 2T

o o — "7 as o — pol K W, T,. (11)

Numerical examples for the single-particle tunneling density
of states are depicted in Fig. 2. While attractive interactions
(Y = 0.8) induces a sharp peak at the chemical potential, v =
0, repulsive interactions (Y = 1.2) lead to a sharp dip. This
dependence of the low energy single-particle tunneling density
of states on the interaction parameter Y, crucially affects the
transport properties, even at the single-particle level.

III. METHOD
A. Hierarchical equations of motion

In this section, we briefly outline the derivation of the
hierarchical equations of motion for transport with Luttinger
liquid leads. The derivation is quite general, and not neces-
sarily restricted to Luttinger liquids, while, to implement the
formalism in practice, we make use of the specific properties
of Luttinger liquids. Note that our derivation follows closely
Refs. [84,86].

We first trace out the lead variables from the total density
matrix pr(t) of the system (the dot and leads) to obtain an
equation of motion for the reduced density matrix for the dot
degrees of freedom,

pt) = Trorlor(0)]. (12)

Formally, the time propagation of the reduced density matrix
can be written as p(t) = U(t,ty)p(ty), where U(t,ty) can be
written in terms of a path integral representation as

L
Z/{(t,to)=/ DE DE S FE ENe ™SI, (13)
& &

where |£) =exp(Q_, “g‘sdsT )|0) is a fermionic coherent state,
and S is the action of the dot Hamiltonian. F is the Feynman-
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Vernon influence functional

F= <T exp |:—i/ dr " fROE@) + H.c.:|
x T exp |:i / dt Z T (0)E (1) + Hc:|>

with time-ordering T and anti-time-ordering T. Expanding
the exponentials in Eq. (14) and integrating the lead variables,

. (14)
L+R

JF contains a series of correlation functions of fof?. Let us
schematically write this as
f~1+/c<”§2+/c<2>§4+..., (15)

where C®) denotes a k-particle correlation function (including
disconnected diagrams). The formally exact series expansion
of F is given in Appendix A. We can reorganize the expansion
by using the influence exponent

®=—InF. (16)

The corresponding expansion of &, i.e., the cumulant expan-
sion of F is found to be a series of connected correlation
functions,

D ~ _fc(1)§2_/C(2)§4+\/[C(1)]2§4+”'

~ —/C<1>§2—/é<2>§4+..., (17)

where C@ is the connected two particle correlation functions
in the leads. For noninteracting leads, only the first term
remains since all the higher-order correlation functions can
be written as products of CV by Wick’s theorem, and are
summed up to be zero. In Appendix B, we show an explicit
formula for ® up to C® for interacting leads. Now using
Eq. (16), we can express F as the exponential of connected
correlation functions.

Neglecting (k > 2)-particle correlations, the equation of
motion of F can thus be written as

Foe iy AT (BY + By, + BS ) F

oas

7 . ) (18)
= i Y AT(FZ A+ F oy + FL).
with
A =& + €7,
B2, = —i / dt[CJ(t,)E (1) — C* (1. 0E] (1))
Co(t =1y = (fL O fo (), - 1)

The first term is related to the CV correlator in Eq. (15). The
second and third terms are associated with the C® correlator.
Explicit expressions of the BY . and B, operators are given

in Appendix B. They include the correlation function C®
and three £ Grassmann numbers convoluted in three time
integrals. In the second line, we define the Ist tier auxiliary

influence functionals (AIF’s) such as ng,]:"{’m, and f"g s

PHYSICAL REVIEW B 94, 235411 (2016)

They enter the equation of motion of the reduced density matrix
by the following set of auxiliary density operators (ADQ’s):

pgs = uo(; (, t())p(l()),

§ & oz .o iarE

a0 = [ DE [ DESSOFLEET, 0
& &

with similar relations for 57, ,; and F 1(2).s- The equation of

motion of the reduced density matrix in terms of ADQO’s can
thus be written as

p) = —iLp(t) =i Y [d7,p0(0) + B oy (1) + 55 o (D]

aso

@

The Louiville term Lp = [Hyy,p] arises from the time
derivative of the action S in Eq. (13).

Taking the time derivative of ADO’s opens an infinite
hierarchy of equations of motion, including higher-order
ADO’s. In particular, a new type of ADO’s emerges from
the time derivative of the correlation functions, for example,
Cg as

B = —i/ dt[Co(t,7)E0 (T) — CS*(t,7)El (v)] # BY,.

fo

(22)

In order to obtain a closed set of ADQO’s, the correlation
functions Cg(¢) are translated to a sum of exponentials
(Meier-Tannor parametrization method),

00
Cg(t) = Z hlee_wg’ts
=0

Yo (WaBa\ ™ vz itrsan o
ha,=|ra|2“(u)l( ﬂ) e R IE (23
. T

WG = (Yo + 21)% — 0 .

where (x), = ]—[Z;l(x + k) is the Pochhammer symbol. Cor-

respondingly, B, is also decomposed into a sum as B, =
00 o
2_i1=0 By, and

s = —iha / dreat=[E0(r) — £ ()], (24)

0

Now the zeroth tier equation becomes

p=—iﬁp—iZ[df,pj+,51,j+/32,j], (25)

J

where we introduced abbreviated notations j = {«al/so}, and
J = {als&}. Note that it is in general impossible to decompose
C® asinEq. (23). Therefore we use a local time approximation
to reduce its complexity to an exponential series. This
approximation is motivated by the fact that the c® (t1,12,13,14)
are exponentially small when any two of the four time variables
differ by |t; —t;| > 1/W (see Ref. [96] and Appendix C for
details); the approximation is thus better in the wide band limit.
We now discuss the equations of motion of the two classes of
ADO’s, p; and py(z),j, separately.

We start with the equation of motion of the p; operators,
ignoring the contributions from (k > 1)-particle correlations
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(which is an exact procedure for noninteracting leads). It leads
to a hiearchy of general nth tier ADOs, pj, associated with
an AIF B; B;,_, --- B;, F, and obey the following equations of
motion:

n
) _ () ()
p; = —iLp —(§ w,-k>pj
k=1

—i Y (=1 =i Y Aspi T, (26)
k=1 Jéi
with superoperators C and .A as
Cip®™ =Y lhad] p™ — (=1)"h;p"d] ],
A;p" = dJ p™ + (—1)"'p™dy. 7N

The second and third terms originate from the time derivative
of exponential time dependence and of the integral limit in
Bj,, respectively. In the third term, pj(k"fl) is an ADO where
Bj, is removed from p;") . The last term is associated with
the time derivative of F, which adds B; on the left of
B; B;,_, ---BjF. The constraint on the summation, j ¢ j, is
due to the anticommutation property of Grassmann numbers.
We note that the current is related to the first tier ADO as [84]

101 =i Z Tr[(pllx + I(A)lT,ozls + Iég,als)ds - HC]
l,s

(28)

The contributions from the operators py(2) 415 always conserve
the current, i.e., Iy, = —Ig, which can be easily seen from the
corresponding equations of motion considered next.

The equations of motion for p operators is given by

AT ~ AT N G
8llol,otls - l’clol,als wﬂmlpl,a/s

/

. ] &3 162 351 % 161 52 153

ir Z % i lpd2d2do hy — d2d7d? phy ),
8185283
010203

(29)
AC ~ i AC AC
apr,le.v — _I‘CIOZ,ozls - wa(flpZ,ozls

!
—q fo 02 703 , JO1 __ JO1 53 1620,
i Y e pldrdl ed] —d pdld .
5185253
010203

(30)

including the time-local approximation on C® that we
mentioned earlier and neglecting higher-order terms. The
summation is restricted to the combinations that conserve
charges and spins; o + Y 0, =0, and o5 + Y7 057 =
0. This is because C® is only nonzero when these conditions
are satisfied, as is known from Luttinger liquid theory [97].
The coefficient cyj)l‘;z j, takes one of the values

0,27 Y — 1, 2% —2 2%l _ 1 27Y[1 — (=D)!7%], (31)

depending on the indices (see the explicit form in Appendix C).
As expected, they vanish in the noninteracting limit ¥, = 1.
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Please note that, in the following, we ignore the effect of
higher orders of the p operators by truncating the hierarchy
at this point, that is at the first tier of the p operators.
This treatment is not, per se, systematic but allows us to
estimate the leading-order effect. As it turns out to be marginal
in the parameter regime that we consider, we assume that
higher-order p contributions are even smaller and, therefore,
negligible. In that sense, our results that we present in Sec. [V
can be considered to be converged.

We are thus left with the infinite hierarchy of equations
of the standard p operators. We truncate it according to the
arguments in Ref. [86], where the importance of a n(>2)th tier
ADO, pj, is estimated by assigning it the following amplitude:

ﬁ ( |hjk| )
i \Rew;, Y| Rew,

In our calculations, we then consider only operators that
have amplitudes larger than a given threshold value Ay,.
Convergence is achieved by reducing the threshold value
systematically. In addition to the Grassmann and hermite
natures of AIF’s, this preselection greatly reduces the number
of ADO’s. Thus we can obtain numerically converged, exact
results for the ADO’s of p type (as was shown, for example,
by a direct comparison to quantum Monte Carlo simulations
only recently) [87]. The / hierarchy is truncated at the
first tier, ignoring higher-order terms, which correspond to
O(I'). Since n-particle connected correlation functions scale
as O(I'") and we typically obtain converged results already
at second or third order for high enough temperatures, the
truncation of the p hierarchy goes well along the lines of our
convergence criterion. In the next section, we will show that the
contributions from C® have indeed only a very minor effect
on the current-voltage characteristics. Therefore we believe
that essential correlation effects in the leads are included in
our scheme. Yet, it is an important open problem how to go
beyond the limitations and approximations of our scheme in
order to get a systematic improvement of our results.

(32)

B. Rate equations

In the next section, we compare the HQME results with
rate equation results. The latter contains only the lowest order
of the hybridization expansion outlined above, ignoring, in
addition, non-Markovian memory effects. We will see how
these two assumptions affect the transport properties. The rate
equations are derived for the weak dot-lead tunneling with
Born-Markov-secular approximations:

p== [ dr Cddle ~ 00 - i - D, 0)
0 os

x CH(t) + [dI(t)dy(t — T)p(t) — ds(t — T)p(t)d! (1)]
x C,(t)+H.c.}. (33)

Using the diagonal form of the density matrix,

P
p = Py |0) (0] + 71(|T> M+ AD+ Pt (], (34)
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we obtain the rate equations

PHYSICAL REVIEW B 94, 235411 (2016)

x10 x10
. 6 [N P
Py = Z [—2P)RS, + PIRS, ). /
o g 4
P — _ o o a a —
1= [-Pi(RY + RE) +2PRE, +2PRS ], (35) » S— S—
b _ a a 0 0.5 1 0 0.5 1
P Xa: [ ZPZRZI + PIRIZ]' Voltage (eV) Voltage (eV)
-7
The coefficients R, are given by Laplace transforms of the 4710 —
correlation function C§(7) = Cgl’(ﬂc)e_"”’M as 3
00 ‘ < 5
R‘;q = 2Re/ dre " Ci (1), (36) —
0 1 —HQME
with wg = —w19 = € — g and wy, = —wy; = € + U — . 0
The current from lead « is 0 0.5 1 0 0.5 1
Voltage (eV) Voltage (eV)
(lo()) = 2PyRg; + PIRY, — PRy — 2PaR5,.  (37) 5 10" x10
For the steady state, we find
2
26 o o a o g
(Io(1)) = E[RZI( 51 R% — REIRY) —
1
FRo(RERS ~RERG). @9
P @ 0 0.5 1 0 0.5 1
where Rij =3, RU »and Voltage (eV) Voltage (eV)
R = RioRa1 + 2Ro1Ra1 + Ro1 Riz. (39)

IV. RESULTS
A. Weak coupling regimes

In this section, we show the current-voltage (/-V) char-
acteristics of the model outlined in Sec. II. For simplicity,
we consider symmetric leads; W, 8, and Y are independent
of «. The chemical potentials are taken in the standard form
up = —pgr = V/2, corresponding to the choice of symmetric
leads. We consider two scenarios where the quantum dot is
at the charge symmetric point, ¢ = —U/2, and where it is
unpopulated at zero bias, € = U/2. Other parameters of the
model are given in Table I.

In Fig. 3, we plot the current-voltage characteristics of
a charge-symmetric quantum dot for three cases that are
relevant, for example, for carbon nanotubes [94]: attractive
leads (Y = 0.8, upper panels), noninteracting leads (¥ = 1,
middle panels), and repulsive leads (Y = 1.2, lower panels)
for T = 100 K (left panels) and 7 = 200 K (right panels).
In the attractive cases (Y = 0.8), we observe a pronounced
NDR above the Coulomb-blockade threshold at V /2 = |¢| =
le + U|. This NDR is closely related to the peak in the
single-particle tunneling density of states (see Fig. 2) and
can also appear for noninteracting electrodes but attractive
electron-electron interactions at the terminal site [49], or

TABLE 1. Parameters used in our simulations. Note that these
parameters are borrowed from molecular systems, but can be easily
scaled to describe, for example, semiconductor heterostructures, etc.

w r U l max A th

40eV 0.001 eV 0.25eV 2500 5.0 x 10710

FIG. 3. Current-voltage characteristics for the quantum dot at
the charge-symmetric point (¢ = —U/2), for various interaction
parameters of the Luttinger liquid leads (Y =0.8/1/1.2 in the
upper/middle/lower panels) and temperatures (7 = 100/200 K in
the left/right panels). Solid (dashed) lines are obtained by HQME
(rate equations).

slightly more general cases [48]. It appears quenched in the
HQME results as compared to the rate equation results due
to the effect of broadening or the hybridization with the
leads. We also find that higher order or cotunneling processes,
which are not included in the rate equation results enhance
the low bias conductance. The enhancement is strongest for
the attractive case. This behavior can also be understood in
terms of the peaked tunneling density of states (cf. Fig. 2),
which is larger around the chemical potential in the attractive
case as compared to the noninteracting or repulsive one. When
Y =1, the lead is noninteracting, and thus our formalism is
numerically exact within the model. We find that due to the
finite band width, W = 4.0 eV, the current has a small negative
slope or NDR at high voltages V > 1. For repulsive leads
(Y = 1.2), the curves monotonically increase in the range of
voltages that we consider, and the deviation from the rate
equations is negligible. This is because the density of states
near the Fermi energy depends on the interaction parameter Y
with an explicit factor WY as seen in Eq. (9). Thus, effectively,
the tunneling density of states is suppressed for repulsive
interactions. This means that the perturbation parameter I'/ T
is also smaller and, thus, the differences between HQME and
rate equations are also smaller.

Figure 4 shows the current-voltage characteristics for a
quantum dot that is unpopulated at zero bias, ¢ = U /2, i.e., far
away from the charge symmetric point. A similar situation has
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FIG. 4. Current-voltage characteristics for the quantum dot far
away from the charge-symmetric point (¢ = U/2), for various
interaction parameters of the Luttinger liquid leads (Y = 0.8/1/1.2
in the upper/middle/lower panels) and temperatures (7' = 100/200 K
in the left/right panels). Solid (dashed) lines are obtained by HQME
(rate equations).

been considered, for example, in Ref. [94]. Here, in contrast to
the charge-symmetric case, we observe two steps at V /2 = |¢]|
and V /2 = |e + U/|.In the charge-symmetric case, they appear
at the same voltages. Both steps are followed by a decrease of
the current level in the attractive case Y = 0.8, similar as in the
charge-symmetric case. The effect is again more pronounced
in the rate equation solutions due to broadening that is missing
in the rate equation results. Similar to the charge-symmetric
case, the effect of cotunneling processes at low bias voltages
is more pronounced at lower temperatures (see the upper left
and upper right panels). It is generally less pronounced in the
charge-non-symmetric case, because the single-particle levels
at € + U are farther away from the chemical potentials, that
is, the associated probability for virtual excitations is lower as
compared to the charge-symmetric case.

Differences between the rate equation and HQME results
reveal the effect of higher-order processes, including second
and beyond-second-order processes. Some more insights can
be obtained by comparing other, approximate solutions. The
role of the Markov approximation, for example, can be
assessed by comparing rate equation results with a first-tier
truncation of the HQME. Such a comparison is depicted
by the blue and green lines in Fig. 5. The negligible
differences between the two curves shows that the Markov
approximation is well justified in the parameter regime that
we consider. Moreover, comparing a second-tier truncation of

PHYSICAL REVIEW B 94, 235411 (2016)

%1077 |
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_ —Rate
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FIG. 5. Comparison of current-voltage characteristics for the
quantum dot at the charge-symmetric point (¢ = —U/2) for Y = 0.8
and 7' = 100 K obtained with rate equations (blue line), full first-order
(dashed green line), second-order (orange line), and the converged
HQME results (dashed purple line).

the HQME with the full converged result (yet, including the
approximations with respect to multiparticle correlations; see
Sec. IIT) allows us to reveal the effect of beyond-second-order
processes (cf. orange and purple lines in Fig. 5). They also turn
out to be negligible. Please note that a different behavior can be
expected at low temperatures, especially when, for example,
Kondo correlations emerge [87].

B. Strong-coupling regimes

So far, we looked at the cases where interactions of
the leads are relatively weak (|Y — 1| < 20%), since our
decomposition scheme, Eq. (23), converges well only for these
cases. However, in this regime, the effect of the two-particle
correlation functions C® is quite small since the order of the
corresponding ADQO’s p is

A r\?/7\"
o) ~ <7> (W) Crjojsis-

This estimate is motivated by Eq. (30); in the steady state,
the amplitude of the o7, and p3 . operators scale with Ik

(40)

and T'h respectively and with 1/w;, including an additional
factor that vanishes as the interaction strength decreases. Thus,
in the above weak-coupling regimes, we find the effect of
p ignorable. The complete treatment of both p and regular
ADQO’s at higher tiers is desirable but not possible within our
current scheme. That being said, we would like to illustrate
the effects of two-particle correlation functions for relatively
strong couplings realized by very high temperatures (Y =
0.5, T =0.02 eV, and T = 4000 K, other parameters are the
same as in the previous subsection), and stop the hierarchy of
the regular ADO’s at the first tier. This allows us to disentangle
the higher-order tunneling effect from regular ADO’s and from
two-particle correlations that enter via the p operators.

Figure 6 shows the current-voltage characteristics and dot
populations with and without the ¢ contributions. For this
extreme case, we find that the effect of two-particle correlation
functions is still negligible for the current level (~2%), while
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FIG. 6. The top panel shows the current-voltage characteristics
with and without contributions of two-particle correlations C®, i.e.,
p ADO’s. The bottom panel shows the dot populations, Eq. (34), with
and without contributions of two-particle correlations C®.

the dot populations are slightly more affected (~5%). The
current is slightly enhanced by two-particle correlations. The
probability of having a single particle on the dot is also
increased, while the ones of having no particle or two particles
are reduced.

V. CONCLUSIONS

We presented a generalized hierarchical quantum master
equation technique to describe transport through an interacting
quantum dot or molecule that is coupled to interacting,

J

PHYSICAL REVIEW B 94, 235411 (2016)

semi-infinite, Luttinger liquid leads. Our method paves the
way towards a numerically exact description of this transport
problem. This, however, is not fully achieved yet. While
the results can be converged with respect to single-particle
correlations in the leads [where we included contributions
up to fifth order, O(I"), in order to obtain fully converged
results], multiparticle correlations can be included only in
leading order, i.e., O(I'?). A systematic improvement of the
latter approximation represents the next step. Nevertheless,
we were able to present well based arguments and numerical
results, which show that these contributions are negligible
for the parameters that we considered, in particular, the
high-temperature regime. Thus, assuming that a hybridization
expansion converges, our method can give results that should
be very close to the exact result.

As a test case, we considered transport through a quantum
dot or molecule that can be described by a single-level
Anderson impurity model. We corroborated previous results
on a mechanism for negative differential resistance that can
be associated with the power-law singularity of an attractive
Luttinger liquid. In the repulsive case, the power-law singular-
ity has the opposite effect and even overrides the NDR effect
originating from a finite band width in the leads. Higher-order
effects smear the NDR effects slightly due to broadening. In the
low-bias regime, cotunneling effects enhance the conductivity
significantly. While this is well known, we were able to
show that beyond-second-order processes do not change these
effects significantly. This justifies, inter alia, a treatment
by second-order perturbation theory. Our statements and
findings are restricted to the high temperature regime and the
reduced complexity of our model. More complex quantum dot
structures, including, for example, also spin-orbit interactions
or the coupling to vibrational degrees of freedom, may show
a richer behavior.
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APPENDIX A: GENERAL FORMULA OF THE INFLUENCE FUNCTIONAL F

For the simple coupling Hamiltonian H, (), the influence functional is a simple sum 7 = ) _,_, » F,. Thus, in the following,
we focus on one of the terms F, and omit the index «. The situations may be different for excitonic coupling, where the lead
operator is transformed into an operator that has bosonic fields from both leads,

JFOZS = fase_Z“' i V %Vw’%ﬂz-x'

(AD)

However, due to charge-neutrality, the decoupling of F;, and F still holds.
To calculate the influence exponent ® = —InF (see Appendix B), we expand the exponentials in Eq. (14) and take the
average over the leads degrees of freedom. The resulting terms include both disconnected and connected graphs in the replica
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sense, and we will subtract the disconnected graphs later. A 2/Nth-order contribution is (odd orders always vanish)

’

TON—k—1

N ! Th—1 t
f(zN) = (_I)N Z(—l)k Z Z f dT] .. / di/ d-[ll .. / er/N—k
k=0 sees oo U0 fo [ fo

/ / '
Spo SNk 010 TNk
/ [op

XES (1) BB (W) BT D Wy ) £ D@ fR ), e (AD)

where we have already used the fact that the average over the leads variables requires the charge and spin conservations as
follows. The lead correlation functions can be calculated via bosonization, noting 7 = a7y,

2N
(f:lfl (7:1) . f;;ZVN (TZN))L+R = FN(S (Z ai)é (Z Gisi> (1—[ nﬁ_) X eil‘- > OiTi o= ij O'iG'ch(‘L','f'E,')ef Zi<]»0','S,'UijDx(fi—fj)’ (A3)
i i i

where 7 is the Klein factor, and D, /s are asymptotically

Dejs(t) ~ —2Kl - In { Ll [”(tl; is)“ (A4)

am

with the Luttinger parameters K/;. We assume K = 1, and K can be either an originally repulsive value (K, < 1) or an effective
attractive value through excitonic coupling as in Eq. (10). Equations (A2), (A3), and (A4) give a formally exact expression of
the influence functional for interacting Luttinger liquid leads.

APPENDIX B: INFLUENCE EXPONENT ¢
To derive the HQME, we need to calculate the influence exponent ® = — In F. The cumulant expansion of ® can be calculated

by using the replica trick

InF = lim dr .
n—0 dn

B
From the series expansion of F in Eq. (15), we find that 7" scales as
nn—1) 2
]—"’Nl+n/C(l)§2+n/C(2)§4+T[/C“)éz] cees (B2)

In the limit n — 0, only the terms proportional to n survive in In F. We will show an explicit formula up to C® ~ O(I'?).
Higher-order contributions can be derived in the same manner.

1. Second order

There are six terms from F®,

= Z/ dr/ dt'[E,(0)E(T)CT (r — T) + E/ (D ()C(x — )]
+ 3 [ar [ arigeE et - o+ B R @ - o)

= / dr / AT E(DEYC(x — )+ EXOEL)CH(r — 7). (B3)

Without interactions in the leads, this is the exact expression of the influence exponent [84], and all higher-order contributions
vanish.

2. Fourth order

The total fourth-order contributions are

4 , t Th—1 1 T
P = —Z(—l)" Z / dfl"’/ dfk/ dff"'f dty_y
=0 to ) 1o fo

. S .
JlseeesJksJa—gs-Jy

x & (o) -85 (@ (G- EL@DCY (G W) (B4)
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where j = (0,s),j = (5,s), and Y’ indicates the summation with the charge and spin conservations. The connected correlation
functions are defined as

CP @) = (fO @)L @) ), g — (FO @2, pl £ @) £ ),
HL @D L@, FPE ), p = (£ @) @) fP @ 3@, e (BY)
They obey the symmetry relations

=C2 . (u,1,1,70). B0

?2)
[Cn jojs i (172, T3, T4)] Jadsiad

Using the following identity for s;; = sinh(#; — ¢;),
S12834 + $238514 = 13524, B7)

one can prove that C® indeed vanishes in the noninteracting limit, ¥ = 1, for § — 0.
The influence exponent @’ follows:

30 = —iA;Bi; + B, (B8)
where

dn / dvs / dry Y B (Bl (s () ey et

Ji2j3

i dn f dv, / dry 3 BB (Y, (trieae),
Ji2Jj3 (B9)
By, = / d, / dr, f a3 & o) (DY, (et )
JljZ/l
i / dn / dr, / a3 BB, e, (0 (e et}
Jj2d

A is a superoperator defined in Eq. (19). Using the symmetry of the correlation functions, Eq. (B6), we can prove that

j
Bio s = [B?(z),x]T» thus the corresponding ADO is Hermitian.

[
APPENDIX C: APPROXIMATION OF C® correlation functions in B as

To derive a closed set of HQME, we approximate the

correlation functions € noting that this function is locally A @
peaked in time when 7; = 7, = 73 = 14 [96]. To illustrate this, Bij~— f dt Z E (I)E (T)s (T)szm(T T.T.1)
we plot the absolute value of a two-particle correlation function N2z

C@(0,0,1,,t,) for W = 4 and 20 eV in Fig. 7. We see that this
function rapidly decreases away from the origin. The decrease

—&,(DE, (D&, (DCY) L (T D),

is even more pronounced as the bandwidth W becomes A @

larger. This motivates to approximate the function by just By j =~ / dt Z EJI(T)EJZ(r)S (T)CJ sz(r’t T7T)
two time variables, e.g., C?(1),12,13,74) ~ CO(11,71,71,74). it

More precisely, we approximate the connected two particle 511(7)5 (T)S (r) C;jim (T.1.1 r)] 1

In the next step, we need to find a series expansion of the ap-
1 proximated two-particle correlation function by exponentials,

0.8
0.6
0.4
0.2

FIG. 7. |C®(0,0,t,,)| at T =200 K for ¥ = 1.2. (a) W =4
and (b) 20 eV. The correlation function decays exponentially.

whose specific form depends on the superindices j. Using spin
and charge conservation, we can reduce C®(¢,7,7,7) into C°
in Eq. (19) as

lezizjz]zi(t T,T, T) - 01112]314FCG (t - T) (C2)

The factors cj,},;,;, are listed in Table 1. C?(z,7,7,1)
is obtained from the symmetry, Eq. (B6), and c; ;,;,;, =
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TABLE 1I. Coefficients for Egs. (C2) and (C5). j =1,2,3,4
correspondsto {os} = {+1 ,+ | ,— 1 ,— ). =2""Y —1,¢, =
2% — 2 3 =2%"1 _1,and ¢y =27 %[1 — (=)' ¥].

J

N J2 J3 J4 Cirjrizia Ciraiais
1 1 3 3 c N
1 2 3 4 0 s
1 2 4 3 a 0
1 3 1 3 ) 0
1 3 2 4 c3 0
1 3 3 1 c <
1 3 4 2 (a3} 0
1 4 2 3 e 0
1 4 3 2 0 c
2 1 3 4 (a3} 0
2 1 4 3 0 s
2 2 4 4 Cq Cy4
2 3 1 4 3 0
2 3 4 1 0 cy
2 4 1 3 3 0
2 4 2 4 € 0
2 4 3 1 ¢ 0
2 4 4 2 ¢ <
3 1 1 3 c (o
3 1 2 4 c 0
3 1 3 1 c 0
3 1 4 2 3 0
3 2 1 4 0 cy
3 2 4 1 e 0
3 3 1 1 C| Cy
3 4 1 2 0 s
3 4 2 1 c 0
4 1 2 3 0 ¢
4 1 3 2 c 0
4 2 1 3 c1 0
4 2 2 4 c [
4 2 3 1 c 0
4 2 4 2 I 0
4 3 1 2 c 0
4 3 2 1 0 Cy
4 4 2 2 ) 4

cinit . This leads to

B =il / dr Z c,mZ B (DEL(DE, (D)h

Jij2J3

—é;.(r>s;2<r>sj3<r>hz]e*wf =3B (C3)
1

PHYSICAL REVIEW B 94, 235411 (2016)
The equation of motion for each frequency component is found
to be

0:B1j1 = —w] By ju

—iT ) cjjiopl€LELEL B — &5,85,85 M.
J2J3
(C4)
Similarly, we find in the wide-band limit
2)
CJ112J3J4(T’t’T T)

2 ipor(t—1) ./
~
e CJljz]%]A

[ eon (52) o0 (53)]
X | —cosh|{ ———= | sin| —
b4 B BW

=1 ... — 1), (C5)

Jl J2J3Ja

which can be decomposed into an exponential series as

o0
Co@t) = Zﬁ,e—wr“f,

1=0

—y
b= 20" (] o
TR BW

wy is the same as in Eq. (23). Thus we find

By, = —il / dr Z ¢ B (DEL(DE, (D)

1
0 Jri i

— &5 (DEL (OE (e =) "By .
1
(C7)

The equation of motion for each frequency component is

N A
082, j1 = —w/ By,

=iT Y ¢ nl8i6n)

Jiiady

—&5680 1. (C8)

The resulting equations of motion for the ADO’s are given by
Eq. (30).
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