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Many-body dynamics of the decay of excitons of different charges in a quantum dot
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We calculate the photoluminescence spectrum of a single semiconductor quantum dot strongly coupled to a
continuum as a function of light frequency, gate voltage, and magnetic field. The spectrum is dominated by the
recombination of several excitonic states which can be considered as quantum quenches in which the many-body
nature of the system is suddenly changed between initial and final states. This is associated with an Anderson
orthogonality catastrophe with a power-law singularity at the threshold. We explain the main features observed
experimentally in the region of stability of the trion X−, the neutral exciton X0, and the gate-voltage-induced
transition between them.
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The optical manipulation of semiconductor quantum dots
(QDs) is a subject of great interest because of its potential
use to control the electronic spin for quantum information
processing [1–3] and spintronics [4–6]. Different optical
means of manipulation [6] and detection [5] of the the spin
have been proposed. The core of the research in this area
consists of optical transitions involving either neutral excitons
or trions. These states are respectively bound states of one or
two electrons in the conduction band of the QD and a hole
in the valence band and can be tuned using a gate voltage,
Vg [1–3,7–11].

A ubiquitous aspect of the photoluminescence (PL) decay
of excitons of various charges [9–13] or the absorption of light
creating them [13–15] is the manifestation of the hybridization
of the orbital of the QD with a continuum of extended states.
Small QD systems can usually be described by variations of
the Anderson impurity model. For small hybridization and an
odd number of electrons in the QD, this model reduces to the
Kondo model, in which the localized spins have an exchange
interaction with the spins of the electrons in the reservoir [9]
resulting in a many-body singlet ground state [16].

The PL spectrum that results from the decay of the trion
X− [10,11] and the neutral exciton X0 [11] has been measured
as a function of Vg . The X− PL line is a consequence of an
optical transition to a state with a single electron on average in
the QD. As a consequence of the hybridization, the PL is broad
near the limits of stability of the trion, it is asymmetric, and
there is a nonmonotonic blue shift. While simple approaches
were able to explain these features [10,11,17], a fully reliable
calculation is still lacking. For the X0 decay, similar nontrivial
effects are present [11]. The creation of the X0 [15] and
X− [14] states by optical absorption was calculated using the
numerical renormalization group (NRG), and in the X− case
there is remarkable agreement with experiment.

These transitions, because of their sudden character, are
related to another field of great interest in recent years,
the dynamics of highly correlated systems, after a quantum
quench [14,15,18–22]. Because initial states (ISs) and final
states (FSs) have different local scattering potentials, the
spectrum should show at low temperatures a power-law
behavior at the PL threshold characteristic of x-ray edge
singularities [13–15,23]. This is due to the Anderson orthogo-
nality catastrophe [24], which is another cornerstone of many-
body physics and requires sophisticated techniques for its
treatment.

An important aspect of the experiment of Kleemans
et al. [11] is that they worked in the regime of strong
hybridization and studied the transition between the X0 and
X− decays. In this article, we calculate the PL on the whole
range of gate voltages, Vg , between the region of stability of
X− and X0, using NRG within the full-density matrix (FDM)
approach [25–29]. Our results provide an explanation of recent
experiments and show that a very different behavior of the PL
spectrum under an applied magnetic field is expected for the
X0 and X− decays.

Using Fermi’s golden rule, the PL intensity is given by

I (ω) = 2π

�

∑

if

wi |〈f |HLM |i〉|2δ(�ω + Ef − Ei), (1)

where ω is the PL frequency, |i〉 labels the IS, |f 〉 denotes
the possible FSs, Ej is the energy of the state |j 〉, wi is the
Boltzmann weight of the IS |i〉, and the relevant part of light-
matter interaction can be written as [17]

HLM = A(d†
↑p3/2 + d

†
↓p−3/2) + H.c., (2)

where d†
σ creates an electron at the QD with spin σ , and pm

annihilates a valence electron with angular momentum 3/2 and
projection m [1,30,31]. Equation (1) implies a sudden change
in the dynamics of the system equivalent to a quantum quench.

The Hamiltonian is written as

H = Eend + Ueend↑nd↓ +
∑

kσ

(Vkd
†
σ ckσ + H.c.)

+
∑

kσ

εkc
†
kσ ckσ + Ehnh + Uhhnh3/2nh−3/2

−Uehndnh + U ′
eend↑nd↓nh. (3)

Here h
†
m ≡ pm, ndσ = d†

σ dσ , nhm = h
†
mhm, nd = nd↑ + nd↓,

and nh = nh3/2 + nh−3/2. The first three terms correspond to
the well-known Anderson impurity model. The remaining
terms involve heavy holes. The last term takes into account
the increase of the repulsion between electrons as their wave
function contracts after the addition of holes. Its addition
improves the agreement with experiment simultaneously for
the range of Vg of both the X− and the biexciton 2X0

decay. Contrary to previous approaches, we consider the
hybridization in both ISs and FSs. The on-site energies of
the QD electrons and holes change with gate voltage as
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FIG. 1. PL spectrum as a function of gate voltage. The in-
tensity is normalized by twice the maximum intensity at Vg =
−0.35 V [31]. Parameters are T = 1.75 K, E0

e = −25 meV,
E0

h = 1398.5 meV, Uhh = Ueh = Uee + 2U ′
ee = 20.97 meV, U ′

ee =
3.52 meV, � = 1 meV, and λ = 8.

Ee = E0
e − eVg/λ and Eh = E0

h + eVg/λ, respectively, where
λ is the lever arm [10,11].

Some parameters can be determined by simple features
of the experiment [10,11]. For example, neglecting Vk , the
amplitude of range of voltage in which the PL spectrum is
dominated by the decay of the trion X− is V 1

ee = λUee/e (see
Fig. 2). We obtain a good agreement with experiment for the
parameters indicated in Fig. 1. We assumed the hybridization
� = π

∑
k |Vk|2δ(εF − εk) = 1 meV independent of energy

with support in the range [−D,D], associated with a wide
reservoir band of width 2D = 100� symmetrically placed
around the Fermi energy εF . There are no particular features
of the band or hybridization that can affect the results.

We use the NRG to calculate the PL and compare with the
experiments of Kleemans et al. [11]. We run the code two
times, one in the presence of one or two holes in the valence
band of the QD (IS) and the other for one hole less (FS). Then,
the density matrix for the ISs and the matrix elements entering
Eq. (2) are calculated (see, e.g., Refs. [23] and [14]). In Fig. 1
we show the resulting PL spectrum as a function of Vg . There
are two high-intensity plateaus that correspond to the decay
of X0 (lower Vg) and X− (greater Vg). Near the crossover
between them, the plateaus bend and the X− plateau is joined
by another transition line of lower frequency and intensity,
which corresponds to that denoted as X−

f in Ref. [11]. There
is another plateau of lower intensity which corresponds to the
decay of a biexciton, with two holes and two electrons to the
FS X0. This feature is denoted by 2X0 in the experiment [31].
Except for the presence of positively charged Mahan excitons
and multiple excitons which involve electron or hole states not
included in the Hamiltonian, our results agree with those of
Kleemans et al. [11].

While the line shape of the PL peaks (discussed below)
requires a sophisticated calculation, the evolution of them with
Vg and the transition between states of different total charge
can be understood qualitatively using a molecular model in
which the bandwidth is reduced to a single electron reservoir
state with an energy equal to εF (D → 0) [32]. The most
relevant states of this model with less than two holes are
represented in Fig. 2. The initial ground state (IGS), before
light emission, depending on the value of Vg consists mainly
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FIG. 2. Most relevant energy levels of the zero-bandwidth model
and the PL transitions (indicated with arrows). |	g〉i and |	g〉f are
the initial and final ground states, respectively. |	e〉f is an excited
FS. Here V 0

ee = λ(Uee + U ′
ee)/e, V 1

ee = λUee/e, and �V = λ(Ueh −
Uee − U ′

ee)/e. The hopping between the QD level and the reservoir
effective level is V = 1 meV. Other parameters are as in Fig. 1.

of either a single hole (X+) in the valence band of the QD, or
X0 or X−, joined by regions with some admixture between
X+ and X0 or X0 and X− due to the hybridization. The
FSs after light emission have no hole in the valence band
and, similar to the ISs, mainly zero (|0〉), one (|e〉), or two
electrons (|2e〉) in the QD. The arrows in Fig. 2 correspond
to the main transition in each voltage regime. The feature
denoted as X−

f corresponds to the transition, indicated by a
dashed arrow, from the trion to an excited state with a dot
occupancy between zero and one. The observed plateaus in
the PL spectrum can be understood in the V = 0 limit. The
transition X0 → |0〉 takes place, with an emission energy of
�ω = E0

e + E0
h − Ueh, in the interval E0

e − Ueh � eVg/λ �
E0

e − Ueh + Uee + U ′
ee. The high Vg plateau in Fig. 1, with

an energy of E0
e + E0

h − 2Ueh + Uee + U ′
ee, stems from the

electron-hole recombination of the trion X− → |e〉, in the
range E0

e � eVg/λ � E0
e + Uee.

When the hybridization is turned on, both the IS and
FS energies decrease by ∼�. These energy gains calculated
with NRG-FDM and their difference, which gives the shift
in PL frequency, are represented in Fig. 3. As expected, the
energy gain is larger near the intermediate valence regions.
For example, there is a dip in the energy of the FS at
Vg = λE0

e /e = −0.2 V for which the occupancy of the FS
at the dot nd is intermediate between 0 and 1. Another
dip is clear for Vg = λ(E0

e + Uee)/e = −0.088 V for which
nd ≈ 1.5. Note that even in the Kondo regime Vg ≈ −0.144 V,
for which nd ≈ 1, the energy gain is of the order of � in
contrast to expectations from simple approaches [11,17]. For
Vg � λE0

e /e, the net effect of the hybridization is a blue shift
which is more pronounced for intermediate valence occupancy
of the FSs. Similarly, in the region of the X0 decay, the effect
of the hybridization is a red shift, larger near the limits of
stability of X0 against either X+ or X−. These shifts explain
characteristic features of the PL frequency as a function of the
gate voltage Vg observed in the experiment and reproduced
in Fig. 1, in particular, the downward curvature in the X0

region and an upward curvature in the X− region. A similar
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FIG. 3. (a) Green solid line: Energy gain �i of the IS before
photoemission due to hybridization. Blue dashed line: Energy gain
�f for the FS after photoemission. (b) Change of the emitted photon
energy gain �i − �f due to hybridization.

reasoning can be followed for the 2X0 feature leading to the
same qualitative behavior as for the X− decay, in agreement
with the results shown in Fig. 1.

In Fig. 4 we show two PL line shapes that correspond to
the X0 decay for Vg = −0.35 and −0.3 V and the respective
experimental results digitized from Ref. [11]. The comparison
is excellent. The long tails at low energies provide evidence of
the excitations produced by the sudden change of the dynamics
of the system (quantum quench) associated with an Anderson
orthogonality catastrophe. To discuss this point in more detail,
in Fig. 5 we show the PL intensity shift from the threshold
ω∗

e in a logarithmic scale, for temperatures much smaller
than the Kondo temperature TK and three values of the gate
voltage: Vg = −0.144 V corresponding to the Kondo regime
for the FS in the X− decay; Vg = −0.214 V in the region
between the X0 and X− decays, where the PL frequency
changes strongly as a function of gate voltage and both ISs
and FSs are in the intermediate-valence regime; and last,
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FIG. 4. PL intensity close to the onset of the X0 plateau (green
solid line) and at the center of the X0 plateau (orange solid line).
The orange solid and green open circles are the corresponding
digitized results of Kleemans et al. [11]. I0 = I (1351.6 meV) for
Vg = −0.35 V.
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FIG. 5. PL intensity as a function of the frequency ω′ = ω∗
e − ω

shift from the threshold (ω∗
e ) in a log-log scale for three values of

the gate voltage, −0.144, −0.214, and 0.3 V. The thresholds are
1349.74, 1350.34, and 1352.54 meV, respectively. The intensity is
normalized by I0 = I (kBTK/�) calculated for Vg = −0.144 V, where
TK ∼ 0.083 K.

Vg = −0.3 V corresponding to the Kondo regime for the IS
in the X0 decay. In the first case, as the frequency is lowered,
we recover the same regimes studied theoretically before for
absorption of light creating X0 [15]. At high frequency, the
physics is dominated by the free-orbital fixed point of the
NRG, with a dependence I (ω) ∼ ω2. Lowering the frequency
the functional form turns to that of the local moment fixed
point until the Kondo frequency kBTK/� is reached. For
�ω < kBTK , the physics enters the strong-coupling regime,
and the dependence is the characteristic power law ω−ησ for
the Anderson orthogonality catastrophe associated with the
quantum quench in a Fermi liquid. The exponent is given by
ησ = 1 − ∑

σ ′ (δσσ ′ − �nσ ′)2 [15], where �nσ ′ is the change
on the local occupation of electrons with spin projection σ ′, be-
tween the FS and IS. This divergent behavior at low frequency
ceases at a frequency kBT /� determined by the temperature.
For Vg = −0.214 V, the behavior is similar, except for the
absence of the local moment regime and the different exponent
ησ . For Vg = −0.3 V (X0 decay), the local moment regime
cannot be reached and the PL intensity is about four times
smaller at ω ∼ kBTK/� than for the X− decay. The result is a
smoother curve, similar to light absorption leading to X− [14].

From the occupancies of the different states, we obtain ησ =
0.4987 for Vg = −0.144 V, ησ = 0.3571 for Vg = −0.214 V,
and ησ = 0.4983 for Vg = −0.3 V The corresponding curves
ω−ησ are also represented in Fig. 5 with the intensity as the
only fitting parameter.

Finally, we analyze the effect of an external magnetic
field B (see Fig. 6),1 which leads to a splitting of the PL
plateaus due to the different giromagnetic factors for electrons
and holes [14]. The different broadening of the PL peaks is
due to the B dependence of ησ (see Fig. 7) [15]. Plateaus
associated with the recombination of a spin down electron

1Following Ref. [14] we take the giromagnetic factors of the hole
and the electron as gh = 1.1 and ge = −0.6, respectively.
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FIG. 6. PL intensity in the presence of an external magnetic field
producing a Zeeman splitting 0.57 meV of the electronic level of the
QD and an ∼1.05 meV splitting for the hole level at T = 1.75 K.

have an exponentially suppressed intensity for the X0
↓ and X−

↓
decays at low temperatures which is mainly due to the reduced
probability of finding a hole with a high energy spin projection
in the IGS. For the 2X0 decay the electron and hole spins are
compensated in the IGS and the 2X0

↑ and 2X0
↓ plateaus have a

sizable intensity and are clearly visible in the figure.
In summary, using an Anderson impurity model, we can

explain experimental results of PL in a wide range of gate
voltages, including those for which either ISs or FSs or both
are in the mixed valence regime. The PL transition is an
experimental realization of a quantum quench associated with
another realization of Anderson orthogonality catastrophe,
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FIG. 7. PL intensity as a function of the frequency shift from
the threshold for different values of the magnetic field. The left side
panel is in the exciton decay regime (Vg = −0.3 V) and the right side
panel is for trion decay (Vg = −0.144 V). The PL intensity for the
spin up projection I↑(ω) (not shown) is exponentially suppressed for
ghμBB > kBT . Other parameters are as in Fig. 5.

but in contrast to previous studies, in our system electron
correlations are important in both ISs and FSs in the photon
decay. We find a marked asymmetry in the PL line shapes for
the neutral exciton and trion decays both in the hybridization-
induced energy shift and in the dependence on the magnetic
field. Absorption and emission of light are qualitatively
different and the local moment regime can be reached only
in the FS (X0 absorption or X− decay).
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