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Field-enhanced ion transport in solids: Reexamination with molecular dynamics simulations
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Classical molecular-dynamics simulations were used to examine the effect of an electric field on the mobility of
oxygen ions in the model crystalline oxide CeO2. Simulation cells containing oxygen vacancies were subjected at
temperatures 1000 � T/K � 1600 to electric field strengths 0.1 � E/MVcm−1 � 40 to obtain the oxygen-ion
mobility ui(E,T ). In addition, static nudged-elastic-band calculations were performed to obtain directly the
forward/reverse barriers for oxygen-ion migration, �H f/r

mig. Qualitatively, ui behaves as expected: independent of
E at low values of E and exponentially dependent on E at high values. The quantitative (standard) Mott-Gurney
treatment, however, underestimates �H f

mig at high E and thus overestimates ui. A new, superior analytical
expression for ui(E,T ) is consequently derived.
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The advent of memristive oxide devices is reawakening
interest in the phenomenon of field-accelerated ion transport
in solids. Initial interest in the phenomenon can be traced
back many decades to studies of the oxidation of metals [1–4].
The recent interest has arisen not only because memristive
behavior in oxides involves ion transport [5–10], but also, and
more importantly, because optimal memristive devices should
exhibit ultra-nonlinear switching kinetics. Memristive devices
should namely switch within tens of nanoseconds between
low- and high-resistance states upon application of only a few
volts (the write step), but they should remain stable for up to
ten years in either the low- or the high-resistance state upon
repeated interrogation with voltages of a fraction of a volt
(the read step). Optimal performance requires, therefore, an
increase in the kinetics by a factor of 1016 upon an increase in
voltage by a factor of only 10, an issue known as the voltage-
time dilemma [6,11]. Field-enhanced ion mobility constitutes
one such source of nonlinearity [11–15].

Interest in this phenomenon is also being generated,
more generally, from the increasing application of oxides
in nanoscale form, be it in electronic (gate dielectrics),
electrochemical (Li batteries), or electrical (multilayer ceramic
capacitors) devices [16,17]. Decreasing the characteristic
dimension of the oxide to the nanoscale at constant operating
voltage leads inevitably to huge increases in electric field
strength, and thus to the possibility of field-enhanced ion
transport. In some cases, this effect is unwanted, as ions that
exhibit negligible mobility at low fields may become mobile,
leading to losses in performance or even enhanced rates of
device failure. In other cases, high fields may be beneficial,
giving rise to higher ion mobilities and thus to lower internal
resistances.

The standard treatment of the effect of an electric field on
the rate of ion transport in a solid dates back to Verwey [1]
and Mott and Gurney [2]. This treatment is based on an ion in
a one-dimensional, periodic lattice executing jumps to empty
neighboring sites by surmounting an activation barrier �Hmig.
The applied field strength E is considered to modify the
activation barrier, lowering it to �H f

mig for forward jumps
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and raising it to �H r
mig for reverse jumps, where

�H f/r
mig = �Hmig ∓ |zi|eEai (1)

(zie is the charge of the migrating ion and ai is the distance
between its initial and saddle-point configurations). In this
way the probability of ion motion in the forward direction
is increased and the probability of motion in the reverse
direction is decreased. The net motion in the forward direction
is proportional to the difference in the forward and backward
rates. If the distribution of the mobile ions in the solid remains
uniform, the drift velocity of the ions follows as

vd = 2(1 − ni)aiν0 exp

(
�Smig

kB

)

×
[

exp

(
−�H f

mig

kBT

)
− exp

(
−�H r

mig

kBT

)]
, (2)

where ni is the site fraction of ions; ν0 is the attempt frequency;
�Smig is the activation entropy of migration; and kB and T

have their usual meanings. Combining Eqs. (1) and (2), one
obtains the well-known hyperbolic sine dependence of the drift
velocity on applied field,

vd = B exp

(
−�Hmig

kBT

)
sinh

( |zi|eEai

kBT

)
, (3)

with B = 4(1 − ni)aiν0 exp(�Smig/kB). For small values of E,
Eq. (3) reduces to a linear law, vd ∝ E, with the constant of
proportionality being the field-independent mobility ui. For
large E, an exponential increase in vd with increasing E is
predicted, and ui (= vd/E) is strongly field dependent.

Surprisingly, there is to date no direct experimental con-
firmation that Eq. (3)—despite its widespread use—correctly
describes ui(E). Part of the problem is certainly the difficulties
that are encountered in investigating experimentally this effect
at high fields. First, a significant increase in ion mobility is
only expected, according to Eq. (3), for E ≈ (kBT )/(|zi|eai).
For O2− ions in CeO2, for example, the field required at
T = 1250 K to give ui(E)/ui(0) = 1.1 is E = 100.5 MV cm−1.
Not only is this close to the fields required for dielectric
breakdown, it also corresponds to applying a voltage of
V ≈ 320 V to a 1 μm thick sample. A voltage of Vc ≈ 4.3 V,
however, is already sufficient at T = 1250 K to decompose
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CeO2 (Vc = −�fG/2F , where �fG is the Gibbs formation
energy of CeO2 from the elements [18]). Second, high fields
generate high current densities, which in turn lead through
Joule heating to considerable increases in sample temperature.
One must be able, therefore, to attribute unambiguously a
measured increase in mobility to field enhancement rather than
to temperature enhancement. Third, interfaces may govern
the overall electrical response of the system. Pristine grain
boundaries in CeO2-based oxides, for example, exhibit lower
conductivity than the bulk phase, and this is due to space-
charge layers [19–25]. Observed nonlinear effects may arise,
therefore, from grain boundaries (or from the electrodes)
rather than from the bulk phase (although this effect may be
utilized, e.g., to study grain-boundary properties [26,27]). If
both electrodes are, in addition, not entirely reversible for the
mobile ions, there will be a build-up of these ions at the one
electrode and a depletion at the other electrode (stoichiometry
polarization). Ion transport will thus take place in a sample of
non-uniform composition. Fourth, electronic phenomena may
come into play, e.g., the Poole-Frenkel effect, the Nordheim-
Fowler effect, or the intrinsic electronic conductivity of the
oxide. Again, the measured nonlinear conductivity may be
due to effects other than ion motion in the bulk.

There are means of avoiding some of these issues. Muru-
gavel and Roling [28], for instance, studied ion transport in
glasses (no grain boundaries, no electronic conductivity but
variable jump distances) and demonstrated that by using ac
electric fields one can not only isolate the response of the bulk
from that of the electrodes, but one can also unambiguously
identify a field-induced enhancement in ion mobility (as
opposed to one from Joule heating). Applying high ac fields
is not trivial, though, and this restricted the experiments
performed by Murugavel and Roling [28] to the weak nonlinear
regime, i.e., the observed field enhancement was limited to
≈10%.

In this study we use classical molecular-dynamics (MD)
simulations to examine the fundamental question of whether
the Mott-Gurney expression for ui(E) [Eq. (3)] is correct. In
general, both experimental and computational studies [16,28–
30] assume that Eq. (3) is valid. To this end, we study the
mobility of oxygen ions in a model, crystalline oxide system
(oxygen-deficient CeO2) as a function of field strength. By
performing these specific simulations we avoid all of the
problems facing the experimentalist and are thus able to focus
exclusively on ion transport: we have neither grain boundaries
nor (polarizing) electrodes in the system, neither dielectric
breakdown nor decomposition, and neither electronic pro-
cesses nor conductivity. Furthermore, the simulations permit
excellent monitoring and control of temperature. We chose a
crystalline system because, in comparison with amorphous
systems, the jump distance is well defined; and we chose
specifically CeO2, not only because it is a model system for its
structurally more complex but technologically more important
cousin HfO2, but also because oxygen-ion migration in CeO2

in the low-field regime is well characterized and understood,
both computationally [31–37] and experimentally [38–43].

Atomistic simulations based on the Born model of ionic
solids [44] were employed. The ions are treated as classical
particles that interact through long-range Coulombic interac-
tions and through parametrized Buckingham pair-potentials

(further details are given as Supplemental Material [45]). This
description has been successfully applied to simulating CeO2

in diverse cases [36,46–49]. Here the MD simulations em-
ployed 14 × 14 × 14 unit cells of fluorite-structured (Fm3̄m)
ceria. Oxygen vacancies were introduced into the cell by
removing oxygen ions at random. In order to compensate the
charge of the vacancies, the charge of all cerium cations was
decreased slightly. The site fraction of oxygen vacancies was
set at nv = 0.10%, i.e., within the dilute regime. In this way,
vacancies are unlikely to site block the migration of other
vacancies, and the change in the charge of the cations is kept
small (ca. 4 × 10−3e). By changing the charge of all the cations
rather than substituting specific Ce cations with trivalent
dopant cations, we avoid introducing complexities into the
transport behavior due to vacancy-dopant interactions [31–35].

Supercells of Ce10976O21930 were subjected to electric
fields along the x direction (that is, along one of the
three possible orthogonal jump directions), by applying an
additional force F = zieE to each ion. Field strengths from
10−3 < E/MV cm−1 < 101.6 were investigated, and the mean
displacement of the oxygen ions along the x, y, and z directions
was monitored. After the equilibration period, 〈y〉 and 〈z〉
were, as expected, zero, as no field was applied in these
directions. |〈x〉|, however, showed a constant, linear increase
with time (see Fig. S1 [45]). The drift velocity of the oxygen
ions was calculated from vd = d|〈x〉|/dt , from which the
ion mobility can then be calculated from ui = vd/E. All
simulations were performed with the LAMMPS code [50].

In Fig. 1 we plot the oxygen-ion mobility obtained from
our MD simulations as a function of applied field strength.
At each temperature examined, one sees, as expected, a field-
independent mobility at low fields, and an exponential increase
at the high fields. No data was obtained for E > 35 MV cm−1,
as the simulation cells exhibited, regardless of the temperature,
a structural instability under the applied field: oxygen ions did
not reside at well-defined sites, and after a certain amount of
time, cerium ions showed similar behavior (see video [45]).
For field strengths E < 10−1 MV cm−1 the data scattered
considerably, as only a few successful ion jumps were observed
during the simulations. These data are not shown in Fig. 1.

We compare in Fig. 1 the MD data with predictions of the
standard Mott-Gurney treatment [Eq. (3)], taking the values
for B, ai and �Hmig given in Table S.II [45]. Although this
simple expression does indicate correctly that the linear regime
corresponds to E � (kBT )/(|zi|eai), it only describes the field
enhancement in the very weak-field regime (increases in ui

by a factor of 20–30%), and it clearly overestimates ui at
high field strengths, with the difference becoming larger as the
temperature decreases. In fact, extrapolating our MD data to
room temperature, we predict that Eq. (3) will overestimate
ui at E = 20 MV cm−1 by ca. two orders of magnitude, with
even larger differences at higher fields. The standard Mott-
Gurney treatment is, therefore, unsatisfactory for describing
highly nonlinear field enhancements, such as those required
for resistively switching devices.

Also shown in Fig. 1 are the predictions of a “second-order
correction” proposed by Fromhold and Cook [51]. They
suggested that Eq. (1) needs to be corrected at high fields
because ai—the distance between the initial and saddle-point
configurations—is shortened for forward jumps (to af

i ) and
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FIG. 1. Oxygen-ion mobility ui in CeO2 as a function of electric
field E at four temperatures (a)–(d). Symbols, data from MD
simulations; dashed line, Eq. (3); dashed dotted line, Eqs. (2) and (4);
solid line, Eqs. (2) and (6).

lengthened for reverse jumps (to ar
i ) under the action of the

field. If the energy surface for the migrating ion is cosinusoidal,
Fromhold and Cook [51] showed that this shortening and
lengthening leads to

�H f/r
mig = �Hmig ∓ |zi|eEaf/r

i

= �Hmig ∓ |zi|eEai

+
(

2|zi|eEai

π

)
arcsin

(
2|zi|eEai

π�Hmig

)
. (4)

Inserting Eq. (4) into Eq. (2) gives the corresponding data in
Fig. 1. As one can see, this prediction, while diminishing the
degree of the field enhancement, ends up severely underesti-
mating the MD data.

If we take Eq. (4) to be correct, and disregard the ad hoc
manner in which the correction was introduced, the obvious
possible reason for the lack of agreement is that the energy
profile of the migrating ion deviates from a cosinusoidal
form. We performed, therefore, nudged-elastic-band (NEB)
calculations [52] to determine the form of the energy surface.
As shown in Fig. 2, the profile is in fact cosinusoidal. The
activation energy obtained without applied field, �Hmig =
0.638 eV, is consistent with the low-field MD data, as

FIG. 2. Energy profiles of a migrating oxygen ion in CeO2

executing forward and reverse jumps to neighboring vacant sites for
various electric field strengths. Obtained by NEB calculations.

evident in Fig. 1. The form (cosinusoidal) and the height (ca.
0.6 eV) of the activation barrier for oxygen-ion migration in
CeO2 also agree well with literature data, including results
from density-functional-theory calculations [31,32,35–37]. In
addition, NEB calculations performed under applied fields
(Fig. 2) indicate that af

i and ar
i are indeed shortened and

lengthened by the field, in the manner expected. This leaves
us with a second possibility, that neither of these treatments—
neither Mott and Gurney’s nor Fromhold and Cook’s—are
quantitatively correct.

We take, therefore, a new approach. As in Ref. [51], we
superimpose a linear field on a cosinusoidal energy landscape,

H (x) = �Hmig

2
cos

(
πx

ai

)
− |zi|eEx. (5)

Here, however, we directly derive �H
f/r
mig(E). Specifically, by

finding one minimum (xmin) and the adjacent maxima (xf/r
max)

of H (x), we obtain

�H f/r
mig = H

(
xf/r

max

) − H (xmin)

= �Hmig

[√
1 − γ 2 ∓ γ

(π

2

)
+ γ arcsin γ

]
, (6)

with γ = (2|zi|eEai)/(π�Hmig). In comparison with previous
treatments, our approach introduces a square-root term and
provides a firm theoretical basis for the arcsin term. It is also
mathematically exact (for a cosinusoidal energy hypersurface
and a linear field).

The first piece of supporting evidence in favor of Eq. (6) is
shown in Fig. 3. While the Mott-Gurney expression, Eq. (1),
and the Fromhold-Cook expression, Eq. (4), do not describe
�H

f/r
mig(E) satisfactorily, Eq. (6) describes �H

f/r
mig(E) over

the entire range of field strengths considered. The differences
may seem small, but it has to be remembered (i) that Eq. (6)
is the argument for an exponential function [Eq. (2)]; and
(ii) that the effect will be stronger for more highly charged
ions. Migration of Hf4+ as well as of O2− may be important
for resistive switching of HfO2 [53].

The second piece of supporting evidence is a prediction.
Close inspection of Eq. (6) indicates that �H f

mig goes to zero,
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FIG. 3. Activation barriers for forward and reverse jumps,
�H f,r

mig, as a function of field E. Symbols, NEB data; dashed line,
Eq. (1); dashed dotted line, Eq. (4); solid line, Eq. (6).

as γ goes to unity (the square-root term goes to zero, and
the other two terms sum to zero). On a deeper (and more
simple) level this is just a consequence of the fact that, for
large values of |zi|eE, the maximum slope of the cosine
term is smaller than |zi|eE: The superimposed field is so
strong, that the minima of H (x) vanish. Equation (6) predicts,
therefore, that there is a critical field strength Ecr at which
the crystal is no longer stable, because the oxygen ions are no
longer confined to a specific site. For oxygen ions in CeO2,
Ecr = (π�Hmig)/(2|zi|eai) ≈ 36 MV cm−1. Satisfyingly, this
critical value agrees very well with the results of the MD
simulations: those performed at E = 35 MV cm−1 were stable,
those performed at E = 40 MV cm−1 were unstable.

Lastly, we return to Fig. 1 and find that there is good
agreement up to ca. 0.5Ecr between the MD data and the
prediction arrived at by combining Eqs. (2) and (6). Given
that ca. 0.5Ecr is an enormous field strength, the ability to
describe mobility data up to this value will be sufficient for the
majority of cases. In other words, this behavior shows that NEB
calculations alone are sufficient to predict the field-enhanced

mobility up to ca. 0.5Ecr, if Eq. (6) is used. It remains to be seen
whether 0.5Ecr is specific to oxygen-ion migration in CeO2

or more generally applicable to ion migration in solids. The
noticeable deviation observed for E > 0.5Ecr is attributed to
the activation entropy of migration increasing with increasing
field strength. The potential well in which the migrating ion
resides becomes increasingly anharmonic and broader with
increasing field, causing ν0 to decrease. This leaves �Smig

as the only quantity remaining, at least in the framework of
Eq. (2), that can deliver the required increase in ui. Calculations
of the effect of E on �Smig are, however, outside the scope of
this letter.

In summary, we used atomistic simulation techniques to test
analytical expressions that predict the behavior of the ion mo-
bility in a crystalline oxide under an applied field. Simulations
were performed up to field strengths that are difficult to apply
in standard transport experiments but that are easily reached
in resistive switching devices, in the oxidation of metals, and
in atomic force and scanning-tunneling microscopy (AFM,
STM) studies, and that may be reached in space-charge layers
at interfaces and in nanoscale batteries and fuel cells. We
find that the standard Mott-Gurney expression is only able to
describe ui(E) in the very weak-field regime (increases in ui of
20–30%). We use a new procedure to derive superior analytical
expressions for �H

f/r
mig(E) and hence ui(E). Our approach

predicts a critical field strength at which the crystal becomes
unstable (Ecr). Furthermore, it describes exactly �H

f/r
mig(E)

up to Ecr and ui(E) up to ca. 0.5Ecr. Thus, we have not only
elucidated the limits of the standard Mott-Gurney expression
for ui, we have also obtained a superior expression, and we
propose a general procedure to examine field-enhanced ion
migration in solids with complex energy hypersurfaces.
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F. Gunkel; financial support from the Fonds der Chemischen
Industrie, Germany, and the German Research Foundation
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